Coupled Analysis of Independently Modeled Finite Element Substructures by Moving Least Squares Displacement Welding Technique

Jin Yeon Cho¹, Jae Mo An², You Me Song¹, Seungsoo Lee¹ and Dong Whan Choi¹

Abstract: A displacement welding technique is proposed to carry out coupled analysis of the integrated whole model which consists of independently modeled finite element substructures. In the proposed method, the incompatible displacement fields in the interfaces of independently modeled substructures are directly welded together through a blended function that is newly defined in the transient region of mismatching interface. To construct the blended function, the moving least squares function, which does not require well-defined nodal connectivity, is utilized along with the original finite element shape function. The meshless character of the moving least squares function makes it possible to efficiently handle the mismatching interfaces of independently modeled finite element substructures. To prove the validity of the proposed method, the patch tests and convergence tests are carried out for various mismatching models. To assess the performance of the proposed welding technique, several numerical examples are worked out including beam type problem, plate with circular hole, and L-shaped beam type problem. As a practical application, example of three dimensional coupled analysis of independently modeled substructures is presented.
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1 Introduction

Complex structural systems, such as aircrafts, spacecrafts, automobiles, are usually modeled collaboratively in the form of substructures, and the substructures or subparts are modeled independently by several engineers. Thus, generally the independently modeled finite element substructures do not satisfy the nodal compatibility in the interfaces of each substructure. And the nodal incompatibility makes it difficult to carry out the coupled analysis of the integrated whole model. Due to the reason, considerable attention has been given to the coupled analysis of independently modeled finite element substructures during the past decade [Ransom, McCleary, Aminpour (1993); Aminpour, Ransom, McCleary (1995); Farhat and Mandel (1998); Park and Felippa, (2000); Aminpour, Pageau, Shin (2001)].

Of course, one easiest remedy may be the design of transition elements in the interface region of independently modeled substructures [Bathe (1996); Kim (2002)]. However, this approach is somewhat cumbersome to apply and may need expensive human labor in practical situations because there are various cases and combinations to be considered. Therefore, different approaches have been explored to solve the trouble. Of these, one major approach is the introduction of Lagrange multiplier in the interface region to satisfy both of the displacement compatibility and force equilibrium in variational sense [Aminpour, Pageau, and Shin (2001)]. The approach is more flexible to handle the independently modeled finite element substructures than the transition element, and in mathematical sense the nodal compatibility is no longer required in the interface region. However this Lagrange multiplier approach necessarily requires the additional unknowns, and does not preserve the positive definiteness and banded structure of stiffness matrix of the whole coupled system. Also it frequently needs some additional interface meshes to appropriately enforce the constraint conditions of displacement compatibility.

Therefore, in this work a novel approach, where the incompatible displacement fields of independently modeled substructures are directly welded together, is proposed to efficiently carry out the coupled analysis of independently modeled finite element substructures without introducing any additional unknown or any remeshing. Also, in the proposed method the positive definite-
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ness and banded structures of the system stiffness matrix are no longer sacrificed because displacement fields of the independently modeled finite element substructures are directly welded into a compatible displacement field for whole coupled model. In displacement welding, moving least squares function [Lancaster and Salkauskas(1981); Nayroles, Touzot, and Villon (1992); Li, Shen, Han, and Atluri (2003)], which does not require any fixed nodal connectivity, is utilized along with the original finite element shape functions. In the next section, the moving least squares method is briefly reviewed.

2 Moving Least Squares Method

The moving least squares method is one of the most popular approximation schemes (along with Shepard function [Shepard (1968)], RKPM [Liu, Jun, and Chang (1995)], PUM [Babuska and Melenk (1997)], etc.) which does not need any element information. And for the most part, it is equivalent to the Shepard function, RKPM, and PU [Atluri and Shen (2002); Atluri (2004)]. The required smoothness of approximation function can be easily achieved by the moving least squares method. Due to these reasons, the moving least squares technique may give a good way to weld the displacement fields near the mismatching interfaces between the substructures with no regard to the nodal positions. In this section, the basic idea of the moving least squares approximation is briefly reviewed.

Consider a continuous function $u$ defined on a domain $\Omega$, where the (fictitious) nodal values at the scattered points $x_i$ $(1 \leq i \leq n)$ in $\Omega$, that enter the interpolation, are given as $\hat{u}^T$. To approximate the distribution of function $u$ in $\Omega$, the global approximation form $u^h(x)$ for $u(x)$ is defined as follows.

For all $x \in \Omega$, $u^h(x) = p^T(x)a(x) = \sum_{i=1}^{m} p_i(x)a_i(x)$

where $p^T(x) = [p_1(x), p_2(x), \cdots, p_m(x)]$ is a monomial basis satisfying the conditions as

(i) $p_1(x) = 1$

(ii) $p_i(x) \in C^r(\Omega)$, $i = 1, \cdots, m$

(iii) There exists $\{\hat{x}_1, \cdots, \hat{x}_m\} \subset \{x_1, \cdots, x_n\}$ such that 

\{p(\hat{x}_1), \cdots, p(\hat{x}_m)\} is a linearly independent set.

where, $C^r(\Omega)$ denotes the set of functions, whose derivatives are continuous up to the $r$-th degree. For example, the $(m-1)$-th order monomial basis in one dimension has the following form:

$p^T(x) = [1, x, x^2, \cdots, x^{m-1}]$ (2)

In two dimension, a quadratic monomial basis is written as

$p^T(x) = [1, x, y, x^2, xy, y^2]$ (3)

Additionally, the paper [Atluri and Zhu (1998)] can be referred to, for other forms of monomial bases in two and three dimensional problems.

The vector $a(x) = [a_1(x), a_2(x), \cdots, a_m(x)]^T$ is a vector of undetermined coefficients, whose values can vary according to the position $x \in \Omega$. The coefficient vector $a(\hat{x})$ at each position $x = \hat{x}$ will be determined by a local weighted least squares approximation $u_{W}(x)$ of the function $u(x)$, in a sufficiently small neighborhood $nbd(\hat{x})$ of $x = \hat{x}$.

A local approximation $u_{W}(x)$, for each point $\hat{x} \in \Omega$, is defined as

$u(x) \approx u_{W}(x) = p^T(x)a(\hat{x})$, for all $x \in nbd(\hat{x})$ (4)

In order that the local approximation is the best approximation to $u$ in a certain least squares sense, the coefficient vector $a(\hat{x})$ is selected as the $m \times 1$ vector that minimizes the following weighted least squares discrete $L_2$ error norm.

$J_{\hat{x}}(b) = \sum_{i=1}^{m} w_i(\hat{x}) (p^T(x_i)b - \hat{u})^2 = (pb - \hat{u})^T w(\hat{x}) (pb - \hat{u})$ (5)

That is, the coefficient vector $a(\hat{x})$ is selected to satisfy the following condition.

$J_{\hat{x}}(a(\hat{x})) \leq J_{\hat{x}}(b)$, for all $b \in R^m$ (6)

In Eq. (5), $w_i(x)$ is the weight function associated with the position $x_i$ of node $i$, and $w_i(x)$ is greater than 0 for all $x$ in the support domain (i.e., the region of non-zero values) of $w_i(x)$, and $n$ denotes the number of nodes. For example, the support domain of the weight function $w_i(x)$ can be taken to be a sphere in 3-D; and the weight function $w_i(x)$ centered at each node $x_i$ is usually adopted to be positive and non-zero if the distance between node $x_i$
and \( x \) is less than a specified radius \( R_i \), and to be zero if the distance is greater than or equal to the radius \( R_i \), in order to preserve the local character of the MLS approximation.

The method to approximate the function by the moving least squares method is sketched in Fig. 1. At each position, the required condition for the continuity of the approximating function can be adopted for MLS approximation procedure. In actual computations, various kinds of weight functions can be adopted for MLS approximation procedure. The required condition for the continuity of the approximating function can be easily satisfied by changing the weight function in the MLS approximation procedure. In this work, we restrict ourselves to the twice differentiable weight function that has the form of

\[
\Psi_i(x) = \sum_{j=1}^{m} p_j(x) \left[ A^{-1}(x)B(x) \right]_{ji}
\]

where

\[
A(x)a(x) = B(x)\hat{u}
\]

(10)

Solving Eq. (10) for \( a(x) \), and substituting it into Eq.(1) at \( x = \bar{x} \), gives a relation which may be written in the form of a linear combination of nodal shape functions similar to that used in finite element method, as

\[
u^h(x) = \Psi^T(x)\hat{u} = \sum_{i=1}^{n} \hat{u}_i \psi_i(x)
\]

(12)

It is noted that the \( \hat{u}_i \) (1 \( \leq i \) \( \leq n \)) are not the nodal values of the approximation function \( u^h(x) \).

The method to approximate the function by the moving least squares method is sketched in Fig. 1. At each position \( x = \bar{x} \), a local weighted least squares approximation is found by using Eqs. (4), (5) and (6), and its coefficient vector \( a(\bar{x}) \) is used in the global approximation form (1).

Actually, it is the same as the moving procedure of local approximation to obtain the global approximation, as stated in the previous work [Lancaster and Salkauskas (1981)].

By applying the stationarity condition to the weighted discrete error norm, the coefficient vector \( a(\bar{x}) \) can be obtained from the following matrix equation.

\[
A(\bar{x})a(\bar{x}) = B(\bar{x})\hat{u}
\]

where,

\[
A(\bar{x}) = P^T w(\bar{x}) P
\]

(11)

Solving Eq. (10) for \( a(\bar{x}) \), and substituting it into Eq.(1) at \( x = \bar{x} \), gives a relation which may be written in the form of a linear combination of nodal shape functions similar to that used in finite element method, as

\[
u^h(x) = \Psi^T(x)\hat{u} = \sum_{i=1}^{n} \hat{u}_i \psi_i(x)
\]

(12)

where

\[
\Psi^T(x) = p^T(x)A^{-1}(x)B(x)
\]

\[
\psi_i(x) = \sum_{j=1}^{m} p_j(x) \left[ A^{-1}(x)B(x) \right]_{ji}
\]

(13)

In actual computations, various kinds of weight functions can be adopted for MLS approximation procedure. The required condition for the continuity of the approximating function can be easily satisfied by changing the weight function in the MLS approximation procedure. In this work, we restrict ourselves to the twice differentiable weight function that has the form of

\[
w_i(x) = \begin{cases} 
1 - 6 \left( \frac{d_i}{r_i} \right)^2 + 8 \left( \frac{d_i}{r_i} \right)^3 - 3 \left( \frac{d_i}{r_i} \right)^4, & \text{if } 0 \leq d_i \leq r_i \\
0, & \text{if } d_i > r_i
\end{cases}
\]

(14)

where \( r_i \) denotes the radius of support of weight function and \( d_i \) denotes the distance between the point \( x \) and nodal point \( x_i \). If the derivatives of monomial basis in the MLS approximation are continuous up to the \( r \)-th derivative, the resulting MLS approximation function from this weight function is continuously differentiable up to the minimum of 2 and \( r \). One can also use other kinds of weight functions such as Gaussian weight function [Alturi and Shen (2002)].

3 Displacement Welding Procedure

3.1 Terminology

Let us consider non-overlapping independently modeled substructures which do not satisfy the nodal compatibilities in the interfaces of each substructure as shown in
Nodal incompatibility (mismatching interface)

Figure 2: Independently modeled substructures and mismatching interface

Failure of coupled analysis induced by the incompatible displacement fields on mismatching interface

Figure 3

If the substructures are assembled with no special treatment, then the displacement field on the interface of each substructure may become discontinuous, and as a result coupled analysis of the whole model may not be performed successfully as shown in Fig. 3.

To solve the trouble, a novel displacement welding technique is proposed in this work. For clear explanation of the proposed procedure, the following terminologies are used in this work. Firstly, common edge set for each finite element edge \( \Gamma_{e}^{(e)} \) (the \( \alpha \)-th edge of \( e \)-th element) inside the domain is defined by the edge of which interior has a nonempty intersection with the interior of the considered finite element edge \( \Gamma_{\alpha}^{(e)} \). Common edge set can be written in mathematical form as follows.

\[
C_{\alpha}^{(e)} = \left\{ \Gamma_{\beta}^{(c)} \mid \text{int}(\Gamma_{\beta}^{(c)}) \cap \text{int}(\Gamma_{\alpha}^{(e)}) \neq \emptyset, 1 \leq c \leq \text{Nel} \right\}
\]

(15)

where ‘Nel’ denotes the number of elements, and \( \text{int}(\cdot) \) denotes the interior. For example, common edge set for the finite element edge \( \Gamma_{4}^{(e8)} \) in Fig. 4 is \( C_{4}^{(e8)} = \{ \Gamma_{2}^{(e4)}, \Gamma_{2}^{(e5)}, \Gamma_{4}^{(e8)} \} \). It is denoted by bold line in Fig. 4. Similarly, common edges for \( \Gamma_{2}^{(e1)} \) are \( \Gamma_{4}^{(e6)} \) and \( \Gamma_{2}^{(e1)} \) itself.

Secondly, mismatching element edge is defined with the aid of the common edge concept. The finite element edge \( \Gamma_{\alpha}^{(e)} \) is defined as mismatching edge, if there is any common edge for \( \Gamma_{\alpha}^{(e)} \) which is not identical to \( \Gamma_{\alpha}^{(e)} \) itself. If the sets of nodal points defined in each edge are different, the edges are considered not to be identical even though the line segments of each edge are the same. And the mismatching element boundary \( \Gamma_{\text{mis}}^{(e)} \) for each element \( e \) is defined as the union of mismatching element edges for the element \( e \). For example, the mismatching element boundaries for element \( e3 \) and \( e7 \) in Fig. 5 are \( \Gamma_{2}^{(e3)} \cup \Gamma_{3}^{(e2)} \) and \( \Gamma_{1}^{(e7)} \cup \Gamma_{4}^{(e7)} \), respectively.

If a node of element \( e_{i} \) is contained in the mismatching element boundary \( \Gamma_{\text{mis}}^{(e)} \), then the node is called the mismatching node of element \( e_{i} \) as shown in \( \text{\Omega}_{e5} \) of Fig. 6. Additionally, if a nodal point of element \( e_{i} \) is contained

Figure 4: Explanation of terminology I (common edges for each finite element edge)
in some element \((e_j)\) but it is not the node of the element \((e_j)\) as shown in \(\Omega_{e_2}\) of Fig. 6, then it is also defined as the mismatching node of element \((e_j)\). The index set for the mismatching nodal points for each element \((e_i)\) is denoted by \(N_{mis}^{(e_i)}\).

By collecting the mismatching element boundaries over the whole elements, the mismatching interface \(\Gamma_{mis}\) for the given problem can be constructed as shown in Fig. 6.

\[
\Gamma_{mis} = \bigcup_{e=1}^{Nel} \Gamma_{mis}^{(e)}
\]

where ‘e’ and ‘Nel’ denote the element number and the number of elements, respectively.

Finally, the index set \(N_{mis}\) of mismatching nodal points is defined as the nodal point numbers on the mismatching interfaces. It can be also constructed by collecting the set of mismatching nodal points for each element.

\[
N_{mis} = \{k \mid node x_k \in \Gamma_{mis}, 1 \leq k \leq Nnode\} = \bigcup_{e=1}^{Nel} N_{mis}^{(e)}
\]

where ‘Nnode’ denotes the total number of nodal points. In Fig. 6, the mismatching nodal points are denoted by hollow circle. The transient element is defined as an element of which boundary has a nonempty intersection with the mismatching interface, and the union of those domains will be called the transient region \(\Omega_{tran}\) as shown in Fig. 7. Additionally, the union of domains of non-transient elements will be called the compatible region \(\Omega_{comp}\), and the intersection between \(\Omega_{tran}\) and \(\Omega_{comp}\) will be called the compatible-transient interface. The transient nodal points imply the nodal points located in transient region. Its index set \(N_{tran}\) can be written as follows.

\[
N_{tran} = \{k \mid node x_k \in \Omega_{tran}, 1 \leq k \leq Nnode\}
\]

Conversely, the non-transient nodal points means the nodal points outside the transient region, and its index set \(N_{nont}\) is as follow.

\[
N_{nont} = \{k \mid node x_k \notin \Omega_{tran}, 1 \leq k \leq Nnode\}
\]

It is noted that the set of non-transient nodal points is not identical to the set of nodal points located in the compatible region \(\Omega_{comp}\). Additionally, the transient nodal point index set and non-transient nodal point index set satisfy the relations as shown below.

\[
\begin{align*}
N_{tran} \cap N_{nont} &= \emptyset \\
N_{tran} \cup N_{nont} &= \{k \mid 1 \leq k \leq Nnode\}
\end{align*}
\]
3.2 Displacement Welding

In the present displacement welding procedure for coupled analysis of independently modeled substructures, a newly defined nodal shape function is utilized instead of the conventional finite element shape functions for the transient nodal points to eliminate the discontinuity in mismatching interface as written in Eq. (23).

For \( i \in \mathcal{N}_{\text{tran}} \),
\[
N^B_i(x) = \begin{cases} 
\Theta^B_i(x), x \in \Omega_{\text{tran}} \\
N_i(x), x \in \Omega_{\text{comp}}
\end{cases}
\]

For \( i \in \mathcal{N}_{\text{com}} (i.e., i \notin \mathcal{N}_{\text{tran}}) \),
\[
N^B_i(x) = \begin{cases} 
N_i(x), x \in \Omega_{\text{tran}} \\
N_i(x), x \in \Omega_{\text{comp}}
\end{cases}
\]  \hspace{1cm} (21)

where \( N_i(x) \) is the finite element shape function, and \( \Theta^B_i(x) \) is a blended function defined over the transient region. If the \( \Theta^B_i(x) \) is continuous over the transient region \( \Omega_{\text{tran}} \), then the continuity of nodal shape function across the mismatching interface is guaranteed. Also if \( \Theta^B_i(x) = N_i(x) \) for \( x \in \Omega_{\text{tran}} \cap \Omega_{\text{comp}} \), then the continuity between the transient and compatible regions can be ensured.

To ensure the continuity across the mismatching and compatible transient interfaces, the blended function of Eq. (22) is introduced. It is noted that a similar blended form was adopted to couple the meshless system and finite element system in the previous works [Belytschko, Krongauz, and Organ (1996); Chen and Raju (2002)].

For \( i \in \mathcal{N}_{\text{tran}} \),
\[
\Theta^B_i(x) = (1 - \lambda(x))N_i(x) + \lambda(x)\psi_i(x) \hspace{1cm} (22)
\]

where \( \psi_i(x) \) is the moving least squares nodal shape function obtained from the transient nodal points \( \{ x_k | k \in \mathcal{N}_{\text{tran}}, 1 \leq k \leq N_{\text{node}} \} \) and it is continuous over the transient region regardless of the mismatching interface. Moreover, it is noted that the moving least squares nodal shape function satisfies the consistency conditions over the transient region as shown in Eq. (23) since the functions are constructed by using the nodal points in transient region.

For \( x \in \Omega_{\text{tran}} \),
\[
\sum_{i \in \mathcal{N}_{\text{tran}}} \psi_i(x) = 1 \text{ and } \sum_{i \in \mathcal{N}_{\text{tran}}} \psi_i(x)x_i = x \hspace{1cm} (23)
\]

And the finite element shape functions satisfy the following consistency over the whole domain.

For \( x \in \Omega = \Omega_{\text{tran}} \cup \Omega_{\text{com}} \),
\[
\sum_{i=1}^{N_{\text{node}}} N_i(x) = 1 \text{ and } \sum_{i=1}^{N_{\text{node}}} N_i(x)x_i = x
\]  \hspace{1cm} (24)

Since the finite element shape functions for non-transient nodal points are identically zero over the transient region (i.e., \( N_i(x) = 0 \), for \( x \in \Omega_{\text{tran}} \) & \( i \notin \mathcal{N}_{\text{tran}} \)), Eq. (24) can be reduced to Eq. (25).

For \( x \in \Omega_{\text{tran}} \),
\[
\begin{cases} 
\sum_{i=1}^{N_{\text{node}}} N_i(x) = \sum_{i \in \mathcal{N}_{\text{tran}}} N_i(x) = 1 \\
\sum_{i=1}^{N_{\text{node}}} N_i(x)x_i = \sum_{i \in \mathcal{N}_{\text{tran}}} N_i(x)x_i = x
\end{cases}
\] \hspace{1cm} (25)

The \( \lambda(x) \) used in the blended function \( \Theta^B_i(x) \) is a continuous function, and it is selected to be ‘1’ on the mismatching interface \( \Gamma_{\text{mis}} \) in order to eliminate the discontinuity of finite element shape function on the mismatching interface. Through the selection of \( \lambda(x) \), \( (1 - \lambda(x))N_i(x) \) becomes a continuous function of which value is zero on the mismatching interface, and the blended function \( \Theta^B_i(x) \) becomes continuous because \( \lambda(x)\psi_i(x) \) is also continuous. Also, \( \lambda(x) \) is chosen to be ‘0’ on the compatible-transient interface \( \Omega_{\text{comp}} \cap \Omega_{\text{tran}} \) so as to satisfy the displacement compatibility between the transient region \( \Omega_{\text{tran}} \) and the compatible region \( \Omega_{\text{comp}} \). As a result, the blended nodal shape function satisfies the relation (26).

For \( i \in \mathcal{N}_{\text{tran}} \),
\[
(i) \ \Theta^B_i(x) \text{ is continuous for } x \in \Omega_{\text{tran}} \\
(ii) \ \Theta^B_i(x) = N_i(x), \ x \in \Omega_{\text{comp}} \cap \Omega_{\text{tran}}
\] \hspace{1cm} (26)

By the relation, one can ensure the compatibility between the compatible region and the transient region. Also the continuity across the mismatching interface can be guaranteed. To obtain the value of \( \lambda(x) \) in element-by-element manner, the relation (27) is adopted in the present work.

For \( x \in \Omega_e \),
\[
\lambda(x) = \begin{cases} 
\sum_{i \in \mathcal{N}_{\text{mis}}^e} N_i(x) \text{ if } (x) \in \Omega_e \subset \Omega_{\text{tran}} \\
0 \text{ if } (x) \in \Omega_e \not\subset \Omega_{\text{tran}}
\end{cases}
\] \hspace{1cm} (27)

where \( \mathcal{N}_{\text{mis}}^e \) denotes the index set of mismatching nodal points for element \( e \). \( \Omega_e \) implies the domain of element...
Fig. 8: Typical shape of \(\lambda(x)\) for the system of independently modeled substructures.

(e). In Fig. 8, typical shape of \(\lambda(x)\) obtained from Eq. (27) for the system of independently modeled substructures is presented.

Additionally, one can show that the newly defined nodal shape functions (21) satisfy the consistency conditions as follows. In the derivation of consistency conditions, Eqs. (23)-(25) are utilized along with the fact that the finite element shape functions associated with non-transient nodal points are identically zero over the transient region.

1st order consistency of new shape function

\[
\sum_{i=1}^{N_{\text{node}}} N_i^B(x) = 1
\]  

(28)

Proof:

For \(x \in \Omega_{\text{tran}}\),

\[
\sum_{i=1}^{N_{\text{node}}} N_i^B(x) = \sum_{i \in \mathcal{N}_{\text{com}}} N_i^B(x) + \sum_{i \notin \mathcal{N}_{\text{com}}} N_i^B(x)
\]

\[
\leftarrow N_i^B(x) = 0 \text{ for } x \in \Omega_{\text{tran}} \text{ and } i \notin \mathcal{N}_{\text{com}}
\]

\[
= \sum_{i \in \mathcal{N}_{\text{com}}} \[(1 - \lambda(x)) N_i(x) + \lambda(x) \psi_i(x)\]
\]

\[
= (1 - \lambda(x)) \sum_{i \in \mathcal{N}_{\text{com}}} N_i(x) + \lambda(x) \sum_{i \in \mathcal{N}_{\text{com}}} \psi_i(x)
\]

Since \(\sum_{i \in \mathcal{N}_{\text{com}}} N_i(x) = 1\), \(\sum_{i \in \mathcal{N}_{\text{com}}} \psi_i(x) = 1\) for \(x \in \Omega_{\text{tran}}\),

\[
\sum_{i=1}^{N_{\text{node}}} N_i^B(x) = (1 - \lambda(x)) + \lambda(x) = 1
\]

For \(x \in \Omega_{\text{comp}}\),

Since \(N_i^B(x) = N_i(x)\) and \(\sum_{i=1}^{N_{\text{node}}} N_i(x) = 1\),

\[
\sum_{i=1}^{N_{\text{node}}} N_i^B(x) = \sum_{i=1}^{N_{\text{node}}} N_i(x) = 1
\]

Therefore, \(\sum_{i=1}^{N_{\text{node}}} N_i^B(x) = 1\) for all \(x \in \Omega\).

It is noted that the necessary conditions for describing the rigid body and constant strain modes are ensured through the consistency conditions.

3.3 Weak Form and Its Approximation

Let us consider the general linear elastic problem in domain \(\Omega\). Then the weak form of equilibrium equation can be written in engineering matrix notation as follows.

\[
\int_{\Omega} \hat{\delta} e^T \hat{D} e \, d\Omega = \int_{\Gamma} \hat{\delta} u^T \hat{f} d\Gamma + \int_{\partial\Omega} \hat{\delta} u^T \hat{t} \, d\Gamma
\]

(30)

where \(u\), \(e\), \(f\) and \(t\) denote displacement, strain, force per unit volume and traction, respectively. \(\hat{D}\) is the elastic modulus matrix, and \(\partial\Omega\) is the traction boundary. Assume that the elastic body is modeled by several substructures with mismatching interfaces as shown in Fig. 4. Then the weak form may be rewritten as the form of Eq. (31), since the integral domain of weak form can
be divided into the transient region and the compatible region of substructures.

\[
\int_{\Omega_{comp}} \delta \mathbf{e}^T \mathbf{D} \mathbf{e} \, d\Omega + \int_{\Omega_{ran}} \delta \mathbf{e}^T \mathbf{D} \mathbf{e} \, d\Omega \\
= \int_{\Omega_{comp}} \delta \mathbf{e}^T \mathbf{f} \, d\Omega + \int_{\Omega_{ran}} \delta \mathbf{e}^T \mathbf{f} \, d\Omega \\
+ \int_{\partial \Omega_{\cap} \Omega_{comp}} \delta \mathbf{e}^T \mathbf{t} \, d\Gamma + \int_{\partial \Omega_{\cap} \Omega_{ran}} \delta \mathbf{e}^T \mathbf{t} \, d\Gamma
\]

(31)

In case of two dimensions, the displacement and strain fields in Eq. (31) are approximated by the newly introduced blended nodal shape function \(N_i^B(x)\) as denoted in Eq. (32) and (33).

\[
\begin{align*}
\{ u(x) \} & = \sum_{i=1}^{N_{node}} \left[ \begin{array}{cc} N_i^B(x) & 0 \\ 0 & N_i^B(x) \end{array} \right] \{ u_i \} \\
& = \sum_{i \in \mathcal{N}_{nont}} \left[ \begin{array}{cc} N_i^B & 0 \\ 0 & N_i^B \end{array} \right] \{ u_i \} \\
& + \sum_{i \in \mathcal{N}_{tran}} \left[ \begin{array}{cc} N_i^B & 0 \\ 0 & N_i^B \end{array} \right] \{ u_i \} \\
& = [ \mathbf{N}_{nont}^B \mathbf{N}_{tran}^B ] \{ \mathbf{U}_{nont} \mathbf{U}_{tran} \} = \mathbf{N} \mathbf{U}
\end{align*}
\]

(32)

Similarly, the approximations in the transient region can be rewritten as follows because only the shape functions associated with transient nodal points are not zero in the transient region.

\[
\begin{align*}
\{ \varepsilon_{xx}(x) \} & \equiv \sum_{i=1}^{N_{node}} \left[ \frac{\partial N_i^B(x)}{\partial x} \frac{\partial N_i^B(x)}{\partial x} \frac{\partial N_i^B(x)}{\partial y} \frac{\partial N_i^B(x)}{\partial y} \right] \{ u_i \} \\
& = \sum_{i \in \mathcal{N}_{nont}} \left[ \frac{\partial N_i^B}{\partial x} \frac{\partial N_i^B}{\partial x} \frac{\partial N_i^B}{\partial y} \frac{\partial N_i^B}{\partial y} \right] \{ u_i \} \\
& + \sum_{i \in \mathcal{N}_{tran}} \left[ \frac{\partial N_i^B}{\partial x} \frac{\partial N_i^B}{\partial x} \frac{\partial N_i^B}{\partial y} \frac{\partial N_i^B}{\partial y} \right] \{ u_i \} \\
& = [ \mathbf{B}_{nont}^B \mathbf{B}_{tran}^B ] \{ \mathbf{U}_{nont} \mathbf{U}_{tran} \} = \mathbf{B} \mathbf{U}
\end{align*}
\]

(33)

Substitution of Eqs. (34-37) into Eq. (31) gives a relation as shown below.
For all $\delta U$,

$$
\delta U^T \left( \int_{\Omega_{\text{comp}}} B^T DB \, d\Omega \right) U + \delta U^T \left( \int_{\Omega_{\text{tran}}} \Xi^T_B D \Xi_B \, d\Omega \right) U
$$

$$
= \delta U^T \left\{ \int_{\Omega_{\text{comp}}} N^T f \, d\Omega \right\}
+ \delta U^T \left\{ \int_{\partial\Omega_{\text{comp}} \cap \partial\Omega_{\text{tran}}} \Theta_B^T f d\Gamma \right\}
+ \delta U^T \left\{ \int_{\Omega_{\text{tran}}} \Theta^T_B \tilde{T} d\Gamma \right\}
+ \delta U^T \left\{ \int_{\partial\Omega_{\text{comp}} \cap \partial\Omega_{\text{tran}}} \Theta^T_B \tilde{T} d\Gamma \right\}
$$

(38)

Since the Eq. (38) should hold for all $\delta U$, one can obtain the following system of linear algebraic equations.

$$(K_{\text{comp}} + K_{\text{tran}})U = F_{\text{comp}} + F_{\text{tran}}$$

(39)

where the subscripts ‘comp’ and ‘tran’ imply the terms originated from the compatible and transient regions, respectively. In implementation, a higher order Gauss numerical integration is utilized for the transient region, since the moving least squares function is rational function [Atluri, Cho, and Kim (1999); Dolbow and Belytschko (1999)]. Also other numerical integration schemes may be considered for the transient region [Chen, Wu, Yoon, and You (2001); Atluri, Han, and Rajendran (2004); Han and Atluri (2004)].

It should be noted that the terms $K_{\text{comp}}$ and $F_{\text{comp}}$ from the compatible region are exactly the same as the original finite element system. And the terms, that should be modified for coupled analysis, are related to only the limited number of transient nodal points in transient domain as shown below.

$$K_{\text{tran}} U = \begin{bmatrix} 0 & 0 \\ 0 & 0 \end{bmatrix} \int_{\Omega_{\text{tran}}} (\Xi^B_{\text{tran}})^T D \Xi^B_{\text{tran}} \, d\Omega \begin{bmatrix} U_{\text{non}} \\ U_{\text{tran}} \end{bmatrix}$$

$$F_{\text{tran}} = \left\{ \begin{array}{c} 0 \\ -\int_{\Omega_{\text{tran}}} (\Theta^B_{\text{tran}})^T f \, d\Omega \\
+\int_{\partial\Omega_{\text{comp}} \cap \partial\Omega_{\text{tran}}} (\Theta^B_{\text{tran}})^T \tilde{T} d\Gamma \end{array} \right\}$$

(40)

Therefore, one can carry out the coupled analysis of the integrated whole model of independently modeled substructures by simple replacement of the stiffness matrix and the load vector for transient region as shown in Fig. 9. Also, unlike the Lagrange multiplier approaches, the proposed displacement welding procedure does not require any additional unknown, and preserves the positive definiteness and banded structure of the system stiffness matrix, since the incompatible displacement fields in the transient region for mismatching interface of independently modeled substructures are directly welded into a compatible displacement field over the whole model.

4 Numerical Examples

4.1 Patch Test

In this section, patch tests are carried out to prove the validity of the currently proposed welding technique. In patch tests, two models in Fig. 10 and Fig. 11 are considered. The first model in Fig. 10 consists of three substructures and has two mismatching interfaces. And the second model in Fig. 11 consists of three substructures and has three mismatching interfaces.

Young’s modulus and Possion’s ratio are $E=10$ and $\nu = 0.3$, respectively. Because the newly constructed blended nodal shape function in the transient region is a rational function, the function may not be integrated accurately. Therefore, we investigate the effect of Gaussian integra-
tion order on the results of the patch tests. As presented in table 1 and table 2, one can identify that the numerical solution is getting improved as the integration order is increased. Also it is observed that more than 8×8 points integration scheme gives quite acceptable solution in practical sense. Based on the observation, 8×8 points integration rule is adopted for other numerical examples.

In Fig. 12, the deformed shapes for patch tests are presented. The results show that the proposed method passes the patch tests successfully in practical sense.

4.2 Beam Type Problem

To investigate the convergence of the proposed welding technique, a cantilevered beam type problem is analyzed. The model is presented in Fig. 13.

The traction force P = 1000 is applied to the righthand side of the beam, and displacement boundary condition is enforced on the lefthand side of the beam. The exact solutions are given as follows.

\[
\begin{align*}
    u &= \frac{P}{6EI} \left( \frac{y - \frac{h}{2}}{2} \right) \left[ 3x(x - 2l) + (v + 2)(h - y)y \right] \\
    v &= \frac{P}{6EI} \left[ x^2(3l - x) - 3v(x - l)(y - \frac{h}{2})^2 + (4 + 5v) \frac{h^2}{4} x \right]
\end{align*}
\]

(41)

In Table 2, results of patch test for model II according to Gaussian quadrature order are presented. The displacement of node B is enforced on the lefthand side of the beam. The exact solution is given as follows.

\[
\begin{align*}
    \sigma_{xx} &= \frac{P}{I} \left( x - L \right) \left( y - \frac{h}{2} \right) \\
    \sigma_{yy} &= 0 \\
    \sigma_{xy} &= \frac{Py}{2I} \left( \frac{h}{2} - y \right)
\end{align*}
\]

(42), (43), (44), (45)

Young’s modulus and Poisson’s ratio are E=1×10^7 and ν=0.3, respectively. The mismatching interface is located at x=5.0, and initial mesh sizes for each substructure are h_1=0.25 and h_2=0.5, respectively. The 4 node bilinear elements are used. For convergence test, meshes in each sub-domain are refined, and the results are presented in Fig. 14 and Table 3. The convergence rates for the L_2 norm and H^1 norm [Atluri, Cho, and Kim (1999)] are 2 and 1, respectively.

In Fig. 15, typical deformed shape obtained by the coupled analysis of whole model is presented. The figure clearly shows that the whole model with mismatching interface is deformed just like the compatible model if the proposed welding technique is utilized for coupled analysis.

4.3 Infinite Plate with Circular Hole

In this section, the infinite plate with a circular hole is analyzed through the proposed welding technique. As presented in Fig. 16, the center part around the hole is independently modeled. The displacement boundary condition is enforced on both of the lefthand side and bottom side of the model because of its symmetry, and the exact traction obtained from the exact solution is applied to the righthand side and upper side of the finite model.

Young’s modulus and Poisson’s ratio are E=3×10^7 and ν=0.3, respectively.

The exact solutions for this problem are given as follows.

\[
\begin{align*}
    u &= \frac{1 + \nu}{E} \left( \frac{1 + \nu}{1 + \nu} \frac{1}{r} \cos \theta + \frac{2}{1 + \nu} \frac{2}{r} \cos \theta \right) \\
    v &= \frac{1 + \nu}{E} \left( \frac{1 + \nu}{1 + \nu} \frac{1}{r} \cos \theta + \frac{2}{1 + \nu} \frac{2}{r} \cos \theta \right)
\end{align*}
\]

(46)
Figure 10: The patch test model I

Figure 11: The patch test model II

Figure 12: Deformed shapes obtained from patch tests

Figure 13: Beam type model with mismatching interface

Figure 14: Convergence rates for $L_2$ and $H^1$ error norms

Figure 15: Deformed shape obtained by the coupled analysis of whole model
The error norms are presented in Table 4, and the convergence rates are plotted in Fig. 17. In Table 4, mesh division \((n_r \times n_\theta)\) means that the domain is divided by \(n_r\)-elements in the radial direction and \(n_\theta\)-elements in the circumferential direction, respectively. Similar to the case of beam type problem, the convergence rates for the L2 norm and the H1 norm are 2 and 1, respectively.

Fig. 18 shows the improvement of maximum stress value of \(\sigma_{xx}\) near the hole according to the mesh refinement. As the mesh is refined more and more, the maximum stress value approaches the exact stress value \((\sigma_{\text{max}} = 3)\). From the numerical results, one can confirm the validity and convergence of the proposed displacement welding technique.

### 4.4 FE Model with Multiple Substructures

In this section, coupled analysis of finite element model with multiple substructures is carried out. L-shaped beam type problems with various substructures are analyzed by the proposed displacement welding technique, and the numerical solutions are compared with that of conventional finite element method.

In Fig. 19-21, three models are presented. Each model consists of several substructures of which interfaces are not matched with each other. For all of the models,
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Figure 19: L-shaped beam model I composed of two substructures.

Figure 20: L-shaped beam model II composed of three substructures.

Figure 21: L-shaped beam model III composed of four substructures.

Figure 22: Finite element model with fine meshes (FE model II)

Figure 23: Comparison of deformed shapes for the Model I and the fine mesh FE model (FEM II).

Figure 24: Comparison of deformed shapes for the Model II and the fine mesh FE model (FEM II).
Table 5: The size of mesh and total number of elements for each model.

<table>
<thead>
<tr>
<th>Model</th>
<th>Ω₁</th>
<th>Ω₂</th>
<th>Ω₃</th>
<th>Ω₄</th>
<th>No. of Elements</th>
</tr>
</thead>
<tbody>
<tr>
<td>Model I</td>
<td>0.25</td>
<td>0.125</td>
<td>-</td>
<td>-</td>
<td>204</td>
</tr>
<tr>
<td>Model II</td>
<td>0.25</td>
<td>0.125</td>
<td>0.25</td>
<td>-</td>
<td>240</td>
</tr>
<tr>
<td>Model III</td>
<td>0.25</td>
<td>0.0714</td>
<td>0.125</td>
<td>0.25</td>
<td>516</td>
</tr>
</tbody>
</table>

Table 6: Comparison of numerical solutions: u and v are displacements at upper right tip of the model.

<table>
<thead>
<tr>
<th></th>
<th>u</th>
<th>v</th>
</tr>
</thead>
<tbody>
<tr>
<td>FEM I</td>
<td>0.3576</td>
<td>-0.1872</td>
</tr>
<tr>
<td>FEM II</td>
<td>0.3659</td>
<td>-0.1897</td>
</tr>
<tr>
<td>Model I</td>
<td>0.3636</td>
<td>-0.1886</td>
</tr>
<tr>
<td>Model II</td>
<td>0.3621</td>
<td>-0.1883</td>
</tr>
<tr>
<td>Model III</td>
<td>0.3648</td>
<td>-0.1886</td>
</tr>
</tbody>
</table>

Young’s modulus E of $3 \times 10^7$ and Poisson’s ratio $\nu$ of 0.3 are used. The shear force $P=8000$ is applied to the upper side of the model, and displacement boundary condition is enforced on the lefthand side of the model.

In table 5, the size of mesh and the total number of elements for each model are presented. Additionally, conventional finite element analyses are carried out for both of coarse mesh system and fine mesh system, in order to compare the accuracy of numerical solutions. In case of coarse mesh (FEM I), the size of mesh is 0.25, and the total number of element is 144. In case of fine mesh (FEM II) in Fig. 22, the size of mesh is 0.04, and the total number of elements is 5625.

In table 6, the tip displacements obtained by each method are presented, and the deformed shapes of each model are presented in Fig. 23-25. The results show that numerical solutions obtained by the proposed welding method are more accurate compared to the case of coarse mesh (FEM I), and comparable to the numerical solution obtained by the fine mesh system (FEM II).

It means that the current welding technique makes it possible to improve the numerical solution greatly by simply substituting the fine mesh substructure for the region of stress concentration without considering the nodal compatibility between the original finite element model. Additionally, the result, that the first case (model I) is more accurate compared to the second case (model II) even though the total number of element of the first case is smaller than that of the second case, shows that an adequate refinement in the region of stress concentration is essential to obtain enhanced numerical solution.

4.5 Three Dimensional Coupled Analysis

Preliminary example of 3D coupled analysis is worked out to observe the potential and usefulness of the proposed method in practical design and analysis procedures. As shown in Fig. 26, three independently modeled 3D substructures are considered. The nodal points between cylindrical and rectangular sub-structures are not matched with each other, and it is difficult to satisfy the nodal compatibility in the mismatching interface only with the regular shaped elements. Therefore, considerable efforts may be paid if remeshing procedure or conventional transition element method is adopted for

Table 7: Comparison of deflections at the center of cylindrical substructure.

<table>
<thead>
<tr>
<th></th>
<th>Proposed</th>
<th>FE model 1</th>
<th>FE model 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>-0.317077</td>
<td>-0.312665</td>
<td>-0.317344</td>
</tr>
<tr>
<td>B</td>
<td>-0.322968</td>
<td>-0.318474</td>
<td>-0.322442</td>
</tr>
<tr>
<td>C</td>
<td>-0.322970</td>
<td>-0.318475</td>
<td>-0.322443</td>
</tr>
</tbody>
</table>
coupled analysis. However, if the proposed method is used, then the coupled analysis can be carried out with no remeshing, no interface mesh, and no additional unknown. The only process required in the proposed displacement welding technique is a simple replacement of stiffness matrix originated from the transient region regardless of the nodal incompatibility.

In the analysis, fixed boundary condition is applied to the bottoms of two rectangular substructures, and line load is applied to the center of cylindrical substructure. In table 7, the result obtained from the coupled analysis by the proposed method is presented, and compared with the solutions obtained from the compatible finite element models in Fig. 27. In Fig. 28, the deformed configuration obtained by coupled analysis through the proposed displacement welding technique is presented. The result clearly shows a potential and practical usefulness of the proposed method. It is expected that the proposed method can be efficiently utilized in complex 3D coupled analysis if further studies on 3D problems are carried out as a forthcoming research effort.

5 Conclusions

In this work, a novel displacement welding technique is proposed for coupled analysis of independently modeled finite element substructures. In this method, the discontinuity of displacement field at the mismatching interface is eliminated by a new blended function, while preserving the consistency of the displacement field. The blended function is constructed by combining the moving least squares nodal shape function and the original finite element shape function. And the meshless character of the moving least squares nodal shape function makes it possible to weld the incompatible displacement fields easily without any remeshing job or special treatment. Moreover, the proposed welding technique does not introduce any additional unknown, and preserves the favorable positive-definiteness and banded structure of the system stiffness matrix unlike the Lagrange multiplier approaches.

Various numerical tests are carried out, and it is observed that the acceptable results can be obtained by using the proposed welding technique. Additionally, it is known that the proposed method is also highly useful in improving the numerical solution by substituting the fine mesh substructures for the region of stress concentration with no regard to the nodal compatibility between the origi-
nal finite element model. From the results, it is identified that the proposed technique can be efficiently utilized in the coupled analysis of independently modeled finite element substructures.
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