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ABSTRACT

Blasting in surface mines aims to fragment rock masses to a proper size. However, flyrock is an undesirable
effect of blasting that can result in human injuries. In this study, support vector regression (SVR) is combined
with four algorithms: gravitational search algorithm (GSA), biogeography-based optimization (BBO), ant colony
optimization (ACO), and whale optimization algorithm (WOA) for predicting flyrock in two surface mines in Iran.
Additionally, three other methods, including artificial neural network (ANN), kernel extreme learning machine
(KELM), and general regression neural network (GRNN), are employed, and their performances are compared to
those of four hybrid SVR models. After modeling, the measured and predicted flyrock values are validated with
some performance indices, such as root mean squared error (RMSE). The results revealed that the SVR-WOA model
has the most optimal accuracy, with an RMSE of 7.218, while the RMSEs of the KELM, GRNN, SVR-GSA, ANN,
SVR-BBO, and SVR-ACO models are 10.668, 10.867, 15.305, 15.661, 16.239, and 18.228, respectively. Therefore,
combining WOA and SVR can be a valuable tool for accurately predicting flyrock distance in surface mines.
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BBO Biogeography-based optimization
BRT Boosted regression tree
B Burden
R2 Coefficient of determination
DNN Deep neural network
ELM Extreme learning machine
FA Firefly algorithm
GRNN General regression neural network
d Index of agreement
GA Genetic algorithm
GSA Gravitational search algorithm
GWO Grey wolf optimization algorithm
KELM Kernel extreme learning machine
MCPD Maximum charge per delay
MAPE Mean absolute percentage error
NSE Nash-Sutcliffe efficiency
PSO Particle swarm optimization
Q Quartile
RBF Radial basic function
RF Random forest
RMSD Root mean square deviation
RMSE Root mean square error
S Spacing
ST Stemming
SRM Structural risk minimization
SVR Support vector regression
TBM Tunnel boring machine
UCS Unconfined compressive strength
WOA Whale optimization algorithm

1 Introduction

Drilling and blasting is a frequent and typical method for fragmenting rock masses in surface
mines due to its high adaptability and low cost. However, it can produce serious effects, i.e., ground
vibration, flyrock, and airblast [1–5]. Among them, flyrock is one of the most dangerous effects, which
can result in human injuries. Flyrock poses a significant risk as it has the potential to cause extensive
harm to machinery, nearby structures, and individuals, including severe injuries and even fatalities [6].
In other words, excessive flyrock beyond the protected blast zone is identified as the primary cause
of numerous fatal and non-fatal accidents related to blasting in surface mining operations. Therefore,
precise flyrock prediction is a very significant task before each blasting event. According to previous
studies [6–10], some blast design parameters and rock mass properties can be effective parameters on
the intensity of flyrock. Reviewing the literature [11–13] found that various empirical studies have been
performed to predict and control blast-induced flyrock. The results of these empirical works present
empirical equations, and the constructed empirical models were based on the relationship between two
or three blast design parameters and flyrock [12]. As a disadvantage of empirical models, they have
missed the nonlinear relationship between the blast design parameters and flyrock [13]. Consequently,
the performances of empirical models were not in an acceptable range in some cases. Considering
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the disadvantages of empirical models and improving prediction accuracy, artificial intelligence (AI)
methods have been developed in recent decades, which have the advantage of establishing a direct
relationship between the effective parameters and the flyrock. In addition, the use of AI methods in
different civil [14–18], mining [19–22], and geotechnical fields [23–27] has been underlined.

For the aim of flyrock prediction, Trivedi et al. [28,29] utilized the artificial neural network
(ANN) and BPNN, respectively, by using rock mass properties and blast design parameters as the
inputs. Their results indicated the good performance of ANN and BPNN in predicting flyrock. In
another study, a support vector regression (SVR) was employed by Rad et al. [30] for the same
purpose. Extreme learning machine (ELM) and random forest (RF) models were employed by
Lu et al. [31] and Ye et al. [32] to predict flyrock. In some studies, the combination of ANN and
optimization algorithms has been highlighted. For example, Monjezi et al. [8,33,34] utilized the GA,
PSO, and fuzzy Delphi method, respectively, in combination with ANN to predict flyrock. Aside
from ANN, the optimization algorithms were also combined with other AI methods to improve
the quality of flyrock prediction. A combination of recurrent fuzzy neural networks and PSO was
employed in the study by Kalaivaani et al. [35]. Murlidhar et al. [36] adopted a hybrid model based
on Harris Hawks optimization (HHO) and a multilayer perceptron model to predict flyrock. In
another study, Fattahi et al. [37] predicted the flyrock values using a combination of the grey wolf
optimization algorithm (GWO) and ANFIS. Recently, Li et al. [38] discussed the combination of a
multi-strategies-based SVR with HHO to predict flyrock. In their study, some other AI methods were
also utilized. They concluded that the proposed model can be a powerful prediction tool. The graph
and Transformer neural networks are considered novel AI methods with some advantages, especially
in the dynamic response process [39–43].

This research develops four SVR models for predicting the flyrock. The main contribution of
this research is to develop a new and accurate method to predict flyrock. In this regard, the SVR
is combined with the whale optimization algorithm (WOA). To the best of our knowledge, it is the
first work that predicts flyrock through the proposed SVR-WOA model. To verify the accuracy of
the proposed model, three other algorithms, i.e., gravitational search algorithm (GSA), ant colony
optimization (ACO) and biogeography-based optimization (BBO), are combined with SVR. The GSA,
BBO, ACO, and WOA are utilized to fine-tune the hyperparameters of the SVR model. Additionally,
the GRNN, ANN, and KELM are employed.

2 Case Study

The required database was gathered from two surface mines in Kerman Province, Iran, to
construct the predictive models. In these mines, the drilling and blasting methods were employed to
fragment and displace rock masses using ANFO as the explosive material. The gathered database
included 83 sets of data, encompassing four input parameters and one output parameter (flyrock).
In this context, the input parameters were designated as the B, S, ST, and maximum charge per delay
(MCPD) parameters. These blast design parameters were measured before all 83 blasting events. In
addition, the values of flyrock were measured using a handheld Global Positioning System (GPS).
Table 1 lists descriptive statistics of all parameters used in this study. The Box-and-whisker plots for
all parameters are displayed in Fig. 1, with explanations provided in the figure. Additionally, the
relationship between all inputs and output is depicted in Fig. 2. For modeling, the prepared data was
divided into two main parts for constructing and verifying the predictive methods. Accordingly, 80%
of the datasets were allocated for construction (training) purposes, and the remaining datasets were
for verification (testing).
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Table 1: Parameters used in this study and their descriptive statistics

Descriptive statistics Parameters

Inputs Output

B (m) S (m) ST (m) MCPD (kg) Flyrock (m)

Mean 3.183 3.615 2.468 1334.759 168.867
Standard error 0.064 0.085 0.057 33.352 5.244
Standard deviation 0.591 0.775 0.521 303.851 47.775
Minimum 1.6 1.9 1.4 780 94
Maximum 4.2 5.5 3.4 2050 269

Figure 1: Box-and-whisker plots for all input and output parameters
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Figure 2: Relationship between all inputs and output parameters

3 Methodology
3.1 GRNN

The General Regression Neural Network (GRNN), a type of radial basis function (RBF) network,
was first introduced by Specht [44]. The GRNN, based on a standard statistical method known as
kernel regression, is notable for its approximation ability and learning speed, mainly when the dataset
is large or even when it is small [45]. A GRNN comprises four layers: input, pattern, summation,
and output layers. The structure of the GRNN is depicted in Fig. 3 [45]. For detailed explanations
regarding the GRNN, some studies [45–47] can be viewed. Owing to its advantages, the application
of GRNN has been emphasized in different studies. Ceryan et al. [46] and Singh et al. [47] employed
the GRNN to predict unconfined compressive strength (UCS). Ground vibration induced by mine
blasting was predicted through GRNN by Xue et al. [48]. The use of GRNN in the field of landslide
prediction was investigated by Jiang et al. [49]. Zhang et al. [50] employed the GRNN to predict
settlement induced by tunneling. The above studies indicated the acceptability of GRNN for prediction
aims with a good performance.
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Figure 3: GRNN structure [45]

3.2 SVR
Support Vector Regression (SVR), a part of the Support Vector Machines (SVM) family, was

presented by Vapnik [51]. Structural risk minimization (SRM) is considered the core of the optimizer
algorithm to obtain the minimum error [52,53]. According to the literature, the RBF is applied as the
kernel function in many studies; therefore, it was also used as the kernel function in this study [52,53].
In the SVR model, three hyperparameters must be demonstrated, including C, ε, and γ [53]. For this
purpose, the trial and error method can be employed. Extensive details about SVR can be found in
the literature [53–55].

The use of the SVR model for prediction purposes in several mining and civil engineering fields
has been underlined. For instance, Xu et al. [54] employed the SVR model to predict shear and
uniaxial compressive strength. In their study, the GWO, differential evolution, and artificial bee colony
algorithms were applied to select the optimal hyperparameters of the SVR model. The use of GWO in
combination with SVR was also utilized by Fan et al. [55] to predict the bond strength of reinforced
concrete. Meng et al. [56] employed the SVR model to predict tunnel collapse probability. In another
study conducted by Chen et al. [57], the Firefly Algorithm (FA), Particle Swarm Optimization (PSO),
and Genetic Algorithm (GA) were combined with SVR to simulate ground vibration. Lawal et al. [58]
adopted an SVR model to predict thermal coal ash behavior. The SVR was a valuable tool for
prediction purposes in the studies above.

3.3 Optimization Algorithms
This study uses the GSA, BBO, WOA, and ACO algorithms to select the optimal hyperparameters

of the SVR model.

3.3.1 GSA

Compared to some evolutionary algorithms, the GSA, as a stochastic local search heuristic, is an
effective and successful algorithm. Rashedi et al. [59] first presented the GSA, using it to solve various
optimization problems with continuous parameters. Each agent in GSA has four parameters: position,
velocity, inertial mass, and gravitational mass. The agent’s location corresponds to the problem’s
solution, while its gravitational and inertial mass is determined by a fitness function [60]. Furthermore,
the number of generations and individuals are the main parameters in GSA, which can be selected by
trial and error methods. Fig. 4 displays the flowchart of GSA [61]. Extensive details about the GSA can
be found in [60,62]. A review of previous studies [60–63] revealed that the GSA possesses a satisfying
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exploration capability compared to other optimization algorithms and has been used in various fields.
Adnan et al. [60] combined GSA with least square SVR for river flow prediction. Mehdizadeh et al. [62]
employed a hybrid of ANN and GSA (ANN-GSA) for predicting daily soil temperature. In another
study, the ANN-GSA was used to simulate the deformation of geogrid-reinforced soil structures by
Momeni et al. [63]. In addition, GSA was adopted by Banyhussan et al. [64] to predict the packing
density of cementitious pastes in the building engineering field. The use of GSA in these studies
indicates its effectiveness for prediction purposes, and therefore, it is used in this study for flyrock
prediction.

Figure 4: GSA flowchart [61]

3.3.2 ACO

Colorni et al. [65] presented the ACO based on the behavior of ant colonies in nature. When ants
search for food, they mark their surroundings with a specific pheromone, identifiable by other colonies
[66]. Upon discovering it, ants attempt to find food and return to the nest via the closest path. The ant
colony members frequently update the path to select the best and closest path. In each ACO model,
population size, archive size, selection pressure, and the maximum number of generations are crucial
parameters. The flowchart of ACO is shown in Fig. 5 [67]. More details regarding ACO can be found
in the literature [68–70].

ACO has been employed in several studies within the field of engineering for optimization
purposes. Saghatforoush et al. [68] combined an ANN and ACO to predict backbreak and flyrock
in surface mines. Taghizadeh-Mehrjardi et al. [69] predicted soil particle-size fractions using ACO
and ANFIS models. Zhang et al. [70] established a deep neural network (DNN) based on ACO for
predicting the capital cost of mining projects. Afradi et al. [71] used ACO to simulate the penetration
rate of a TBM. In another study, Xu et al. [72] investigated a hybrid of ANN and ACO to evaluate
retaining walls under dynamic conditions. Zhang et al. [67] adopted a boosted regression tree (BRT)
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optimized by ACO to simulate fragmentation size after mine blasting. These studies indicated that
ACO emerged as a powerful and stable algorithm for optimization purposes.

Figure 5: ACO flowchart [67]

3.3.3 BBO

Simon [73] introduced the BBO algorithm, drawing inspiration from the biogeography of species
finding the most suitable habitats. This algorithm evaluates each habitat using a habitat suitability
index (HSI). Habitats with a high HSI are more likely to attract species, while those with a low HSI
tend to acquire characteristics from high HSI habitats [74]. By iteratively performing these evaluations,
the algorithm optimizes the problem. BBO relies on two essential operations: migration and mutation,
which are vital in the optimization process. Migration is simulated by exchanging habitat features
between different habitats, resembling the movement of species between geographical locations. This
process allows the exploration of different regions of the search space. A mutation is modeled by
perturbing the features of habitats, introducing random changes that promote exploration and prevent
premature convergence. The migration and mutation processes in BBO are guided by the concept
of “fitness” and the principle of “island biogeography.” Habitats with higher fitness values are more
likely to migrate and influence other habitats, while less fit habitats may become extinct. This natural
selection mechanism encourages convergence towards better solutions over iterations. The flowchart
of BBO is shown in Fig. 6 [75]. A more detailed review of BBO can be found in [74–77].

BBO’s ability to balance exploration and exploitation, inspired by the principles of biogeography,
makes it a promising algorithm for solving complex optimization problems [76–78]. By leveraging
the mechanisms of migration and mutation, BBO efficiently explores the search space and seeks
optimal solutions. Chen et al. [76] combined ANFIS and BBO to predict groundwater potentiality.
Pham et al. [77] predicted the coefficient of soil consolidation using a hybrid of ANN and BBO.
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A combination of FA and BBO was used for the optimal design of steel frame structures in
the study conducted by Farrokh Ghatte [78]. The application of a hybrid ANN and BBO was
also developed by Kazemi et al. [79] to evaluate the compressive strength of green concrete. In
another study, Jaafari et al. [80] suggested an ANFIS-BBO model to estimate landslide susceptibility.
Moayedi et al. [81] utilized an ANN-BBO model for the same purpose. These studies showed the
acceptability of BBO to improve ANN and ANFIS performances.

Figure 6: BBO flowchart [75]

3.3.4 WOA

Mirjalili et al. [82] introduced WOA based on the hunting behavior of humpback whales. One
significant advantage of WOA is its ability to expedite the optimization rate, making it highly useful
for solving various complex problems [83]. In WOA, a population of potential solutions is represented
as a group of whales, each corresponding to a candidate solution. The WOA consists of three main
stages: encircling the prey (shrinking encircling hunt), bubble-net attacking (exploitation stage), and
searching for prey (exploration stage) [66]. These stages guide the search process, aiming to enhance
the quality of solutions throughout iterations. WOA systematically explores the search space and
converges toward the optimal solution by iteratively updating the positions of potential solutions.
During the optimization process, the algorithm updates the search positions of the whales based on
their fitness values. Whales with better fitness values are more likely to influence the movement of
other whales toward better solutions. Fig. 7 depicts the flowchart of WOA [83]. Further details about
WOA are provided in studies such as [83–85].

WOA has been successfully utilized for various optimization issues, including feature selection,
data clustering, scheduling, and engineering design. Its ability to balance exploration and exploitation
makes it a promising tool for solving complex problems in civil and mining engineering, where finding
optimal solutions is crucial. A hybrid of ANN and WOA was used by Tien Bui et al. [66] to simulate
the compressive strength of concrete. The dragonfly algorithm and ACO were also used in their study.
Jaafari et al. [84] adopted a group method of data handling model optimized with WOA to simulate
landslides. Zhou et al. [85] applied the combination of WOA and SVM to predict tunnel squeezing.
Nguyen et al. [86] used WOA and the extreme gradient boosting machine to simulate the bearing
capacity of concrete piles. Recently, Liu et al. [87] established a method based on RF and WOA to
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simulate the invalidation risk of backfilling pipelines. The effectiveness of WOA as an optimization
algorithm has been confirmed through the research mentioned above.

Figure 7: WOA flowchart [83]

4 Development of the Models

Before proceeding with the modeling of the data using the aforementioned data-driven methods,
a preliminary step involving data processing was conducted. In this step, the collected data points
were normalized between −1 and 1 to enhance the effectiveness of the applied methods and mitigate
potential issues related to the learning process. Hence, the following equation was employed for data
normalization:

xn,i = 2 ×
(

xi − xmin

xmax − xmin

)
− 1 (1)

where xi represents the original measurement value, Xn,i denotes the normalized value, and xmax and
xmin correspond to the maximum and minimum values of the variable, respectively. The normalization
of the database was followed by data-splitting. After normalizing the database, the data was split into
two main parts for constructing and verifying the models. Specifically, 80% of the entire dataset was
allocated for the construction (training) part, while the remaining datasets were used for verification
(testing). This resulted in 67 datasets for the construction part and 17 datasets for the verification part.

As mentioned, two machine learning approaches, namely GRNN and SVR, were employed
to model the datasets. It was crucial to select appropriate control parameters to achieve optimal
prediction performance with these approaches. The spreading coefficient of GRNN was optimized
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through a trial-and-error technique, while the three hyperparameters of SVR models were investigated
using four nature-inspired algorithms: WOA, BBO, ACO, and GSA. In this study, linear, polynomial,
RBF and sigmoid kernels were considered, and the RBF was chosen as the most optimal kernel
function. Fig. 8 provides an overview of the main steps involved in developing the models.

Figure 8: The modeling steps

For GRNN modeling, a spread coefficient of 0.075 was chosen. The SVR parameters (C, ε, and
γ ) utilized in the four hybrid models are presented in Table 2. Additionally, the control parameters of
WOA, BBO, ACO, and GSA employed in the modeling processes of SVR-WOA, SVR-BBO-, SVR-
ACO, and SVR-GSA are listed in Table 3.

Table 2: SVR parameters including C, ε, and γ used in hybrid models

Model C ε γ

SVR-GSA 48152.3420 3.9704 9.6599
SVR-BBO 82350.1721 3.9701 9.1805
SVR-ACO 550208.5260 0.2246 0.8734
SVR-WOA 1192118.4731 0.2173 0.8774

Table 3: Control parameters of optimization algorithms used in the modeling processes

Algorithm Parameter Value

BBO Keep rate 0.2
Alpha 0.9
Mutation probability 1

(Continued)
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Table 3 (continued)

Algorithm Parameter Value

Mutation step size 0.05
Mutation step size damp 0.99
Maximum iterations 40
Population size 40

GSA r1j and r2j [0,1]
Number of generations 40
Number of individuals 40

ACO Population size 40
Archive size 40
Selection pressure 0.5
Max number of generations 40

WOA a 2 to 0
r [0,1]
Number of iterations 40
Number of whales 40

In addition to the models discussed earlier, two traditional models, namely the ANN and KELM,
were also utilized in this study. Further information regarding the ANN and KELM can be found in
the literature [3,88].

In the ANN modeling, a three-layer structure was implemented, consisting of the input, hidden,
and output layers with four, seven, and one neurons, respectively. For the hidden layer, multiple options
ranging from 1 to 9 neurons (as suggested by Hecht-Nielsen [89]) were tested, and based on the
results, the optimal performance was achieved with seven neurons in the hidden layer. For the KELM,
two crucial settings, namely the width of the kernel function and the regularization coefficient, were
determined using a trial-and-error technique. The width of the kernel function was set to 30 units, and
the regularization coefficient was set to 5,000 units. In this model, the RBF was utilized as the kernel
function.

5 Results and Discussion

This study utilized four hybrid models, namely SVR-WOA, SVR-BBO, SVR-ACO, and SVR-
GSA, for flyrock prediction. Three other models, GRNN, ANN, and KELM, were employed. The
accuracy of these models was assessed using six performance indices: MAPE, RMSD, Nash-Sutcliffe
efficiency (NSE), RMSE [90–94], index of agreement (d), and R2 [95–97]. A model with the lowest
MAPE, RMSD, and RMSE and the highest NSE, d, and R2 values is considered the most optimal
model. Table 4 shows the values of these performance indices obtained from all models for the testing
part. The table indicates the rank of each model based on its performance indices, and the overall ranks
of all models are calculated. As shown in Table 4, SVR-WOA receives the highest rank, followed by
GRNN, KELM, SVR-GSA, ANN, SVR-BBO, and SVR-ACO models, respectively. This indicates
that SVR-WOA is the most suitable and effective model for flyrock prediction in this study.
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Table 4: Values of obtained performance indices from all developed models in the testing part

Model Performance indices

R2 (rank) RMSE
(rank)

MAPE
(rank)

RMSD
(rank)

NSE (rank) d (rank) Total
rank

SVR-BBO 0.927 (2) 16.239 (2) 8.058 (1) 16.24 (2) 0.898 (2) 0.975 (3) 12
SVR-GSA 0.932 (4) 15.305 (4) 7.947 (2) 15.305 (4) 0.91 (4) 0.977 (4) 22
SVR-ACO 0.929 (3) 18.228 (1) 7.871 (3) 18.228 (1) 0.872 (1) 0.958 (1) 10
SVR-WOA 0.984 (7) 7.218 (7) 3.463 (7) 7.219 (7) 0.98 (7) 0.995 (7) 42
GRNN 0.969 (6) 10.867 (5) 5.573 (6) 10.867 (5) 0.961 (6) 0.992 (6) 34
ANN 0.927 (2) 15.661 (3) 7.537 (4) 15.662 (3) 0.905 (3) 0.971 (2) 17
KELM 0.958 (5) 10.668 (6) 6.395 (5) 10.669 (6) 0.956 (5) 0.989 (5) 32

Fig. 9 displays the R2 values of all models for the testing phase, confirming that the SVR-WOA
model achieves the best prediction performance and highest accuracy (0.984) among all the models.
Furthermore, Fig. 10 depicts an overview of the predicted flyrock values obtained from all models for
the testing datasets. It shows that the SVR-WOA model demonstrates superior performance compared
to the other models. To further evaluate the models, Fig. 11 presents a Taylor diagram for the testing
part of all developed models. Based on this diagram, the SVR-WOA model exhibits highly accurate
flyrock predictions that closely align with the actual values. To check the performance of developed
models in predicting flyrock, violin box plots comparing the predicted values from all models to
the actual flyrock values are presented in Fig. 12. Additionally, Table 5 lists each model’s quartile
values, including Q0.25, Q0.75, Median, and interquartile range (IQR). The table indicates that the SVR-
WOA exhibits quartile values (Q0.25 and IQR) (128.83 and 73.80) that are closer to the actual values
(131.48 and 74.15) compared to other models. In terms of Q0.75 values, KELM, SVR-GSA, SVR-BBO,
SVR-WOA, GRNN, ANN, and SVR-ACO demonstrate closer values to the actual amounts. When
considering the median values, the SVR-WOA model is found to have a value closer to the actual
amount. Based on these findings, it is evident that the developed SVR-WOA model is more robust
and provides more accurate flyrock predictions than the other models.

Figure 9: (Continued)
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Figure 9: R2 values for all developed models: (A): SVR-ACO, (B): ANN, (C): SVR-BBO, (D): GRNN,
(E): SVR-GSA, (F): KELM, and (G): SVR-WOA

Figure 10: A comparison of measured and predicted flyrock values for all datasets
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Figure 11: Taylor diagram obtained from all developed models

Figure 12: Checking the performance of developed models to predict flyrock through violin box plots

Table 5: Obtained Q0.25, Median, Q0.75, and IQR amounts for actual and all developed models

Variable Actual SVR-ACO SVR-GSA SVR-BBO SVR-WOA GRNN ANN KELM

Q0.25 131.48 136.50 124.61 122.76 128.83 128.12 138.15 127.19
Median 178.42 175.77 155.28 157.11 178.18 175.04 174.22 179.35
Q0.75 205.63 194.95 203.97 202.01 201.63 201.13 195.18 204.16
IQR 74.15 58.45 79.36 79.25 73.80 73.01 57.03 76.97
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6 Conclusion

Blasting is considered the most frequent and typical method for fragmenting rocks in surface
mines. Among the undesirable effects of blasting, flyrock is unquestionably one of the most dangerous.
Therefore, controlling and minimizing flyrock is of paramount importance. In this study, the flyrock
distance in two surface mines located in Iran is predicted using four hybrid SVR models: SVR-WOA,
SVR-BBO, SVR-ACO, and SVR-GSA, as well as three other models including GRNN, ANN, and
KELM. MAPE, RMSE, R2, RMSD, NSE, and d are calculated to test the developed models’ accuracy.
The results demonstrated the superiority of SVR-WOA over other models, as it exhibited the lowest
MAPE, RMSE, and RMSD values and the highest R2, NSE, and d values. For instance, GRNN,
KELM, SVR-GSA, SVR-ACO, ANN, and SVR-BBO predicted flyrock values with an R2 higher than
0.92, which is considered good performance. However, SVR-WOA had the highest accuracy with an R2

of 0.984. Therefore, it can be concluded that WOA optimized SVR performance better than the other
employed algorithms and can be generalized. It should be noted that the results yielded in this study
are specific to the investigated mines, and for other mines, the modeling processes need to be repeated
to select the most accurate model. This study utilized four input parameters (B, S, ST, and MCPD)
to model flyrock. These parameters are blast design parameters, while other blast design parameters,
particularly rock property parameters, have an influence on the intensity of flyrock. However, due to
difficulties in collecting rock properties at our sites, we were unable to incorporate these parameters
into our study. Therefore, for future research, it is recommended to consider the inclusion of rock
property parameters, such as rock density. In future works, it would be interesting to explore the
combination of other metaheuristic algorithms, such as African Buffalo Optimization, Artificial Root
Foraging, Bottlenose Dolphin Optimization, and Coral Reefs Optimization algorithms with SVR
and ANN models for prediction purposes in various mining and geotechnical fields. Although SVR-
WOA demonstrated excellent performance and was selected as this study’s most accurate model, data-
driven models have limitations. These models often rely on input-output mapping methods that solely
estimate static field parameters, neglecting the capturing of the dynamic response process. Graph and
transformer neural networks can be considered valuable approaches to address this limitation.
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