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Abstract: Production prediction is an important factor influencing the realization of an intelligent agricultural supply chain. In an Internet of Things (IoT) environment, accurate yield prediction is one of the prerequisites for achieving an efficient response in an intelligent agricultural supply chain. As an example, this study applied a conventional prediction method and deep learning prediction model to predict the yield of a characteristic regional fruit (the Shatian pomelo) in a comparative study. The root means square error (RMSE) values of regression analysis, exponential smoothing, grey prediction, grey neural network, support vector regression (SVR), and long short-term memory (LSTM) neural network methods were 53.715, 6.707, 18.440, 1.580, and 1.436, respectively. Among these, the mean square error (MSE) values of the grey neural network, SVR, and LSTM neural network methods were 2.4979, 31.652, and 2.0618, respectively; and their R values were 0.99905, 0.94, and 0.94501, respectively. The results demonstrated that the RMSE of the deep learning model is generally lower than that of a traditional prediction model, and the prediction results are more accurate. The prediction performance of the grey neural network was shown to be superior to that of SVR, and LSTM neural network, based on the comparison of parameters.
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1  Introduction

The supply chain is an important pillar supporting the development of national economies, and the Internet of Things (IoT) is a key component of the information technology (IT) infrastructure that plays a major role in the development of an intelligent supply chain [1]. In recent years, the application of modern information and developments in science and technology have gained importance in supply chain development strategies. In addition, research on the IoT has yielded many practical applications, including an industrial IoT, intelligent cities, intelligent homes, intelligent supply chains, and intelligent retail [2].

For an overall lower level of informatisation, digitisation, and intelligence [3], the current developments of an agricultural product supply chain in the field of IoT, blockchain, machine learning, and deep learning based on new technologies, such as an agricultural supply chain, are the results of the application of science and technology through a traditional agricultural supply chain transformation. Each of these approaches can realise informatisation, digitisation, and progress in intelligent development. To address various concerns, such as the complexity of supply chain node enterprises, reliability of the supply chain, and optimisation objectives, some scholars have innovatively constructed a system model and proposed an optimisation strategy and supply solutions based on the agricultural characteristics and requirements of the agricultural supply chain [4]. Technologies, such as blockchain, have increased the transparency in various supply chains, and forecasting has increased their accountability. Prediction forms the basis of decision-making. By considering the supply chain of agricultural products as an example, optimisation schemes can be proposed from the perspective of prediction. With a quantitative prediction at the upper reaches of the supply chain, the follow-up nodes and links will have reference standards of action. In terms of agricultural output prediction, which is a conventional linear prediction, the outputs of agricultural products are affected by various factors and therefore, do not exhibit a simple linear relationship [5]. In theory, deep learning contains a data prediction algorithm that addresses the nonlinear relationship with a strong fitting ability, increasing the accuracy of the resulting agricultural output prediction [6]. Based on the accuracy of the prediction results, the agricultural supply chain can become more effective at reducing costs and increasing the efficiency.

Deep learning is a new research direction in the field of machine learning. As an emerging technology, to date, there have been few applied research achievements in the supply chain field. The demand forecasting of supply chain logistics is a major deep learning application in the supply chain field, covering production and sales forecasting [7,8].

Although science and technology have endowed the agricultural supply chain with better development, the agricultural supply chain has new risks in this IoT era, including perceived, network, and application-layer risks [9]. Among these, demand prediction is one of the main supply chain problems, and for the agricultural supply chain in particular, the perception, prediction, and response of the production demand are of great significance. Agricultural product yield forecasting and agricultural product demand forecasting influence each other. An accurate production forecast and a target demand forecast can reduce the waste caused by a blind production process and serious imbalance between supply and demand, reducing logistics costs and meeting the product demand of market consumers to a greater extent [10]. The research field of demand prediction based on deep learning is extensive. However, there have only been a few research achievements in terms of agricultural product yield prediction in the agricultural supply chain field [11].

Our study focused on the production of an agricultural product supply chain in the field of agricultural output prediction. To explore the application of deep learning to the yield prediction problem and achieve results that would enrich the research on agricultural output prediction, we attempted to use deep learning for prediction by considering the local characteristics of the Shatian pomelo fruit yield. A comparison between this method and traditional prediction methods showed contradictory results.

The research results verified the superiority of deep learning in terms of the model generalisation ability and accuracy of the prediction results in comparison to traditional prediction methods applied to agricultural yield prediction. Three deep learning methods, namely, a grey neural network, support vector regression (SVR), and long short-term memory (LSTM) neural network, were used to predict the annual output of Shatian pomelo, which enriched the research achievements of deep learning in the field of agricultural product supply chain production.

The remainder of this paper is organised as follows. Section 2 provides a detailed literature review. Section 3 introduces the research methods. Section 4 includes the data analysis results and discussion. Section 5 describes the future scope of this research and provides some concluding remarks.

2  Literature Review

2.1 Relevant Research Status

Fig. 1 shows the framework of the literature screening conducted, which reflects the procedure adopted in this study. The figure depicts the number of selected academic journals retrieved during each stage.
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Figure 1: Flow chart of literature screening

We conducted separate searches using subject keywords, including professional terms such as ‘Internet of things’, ‘deep learning’, ‘intelligent supply chain’, ‘agriculture supply chain’, and ‘supply chain’ in databases that included the Web of Science, Emerald, the Wiley Online Library, Taylor & Francis Online, Sage, and Springer Link. When no documents containing all the subject words or keywords were retrieved, the relevance ranking of the subjects or keywords was set for the document results retrieved from each database. We reviewed the paper titles and abstracts presented in the search results and selected manuscripts related to this study. We read the full text of each article selected by title and abstract. We then evaluated the quality of the articles, and finally determined the relevant studies.

As depicted in Fig. 2, since 2019, the number of publications related to the research topic of deep learning applied to intelligent agricultural product supply chains in an IoT environment has exhibited an overall upward trend. As of the date of the literature search (March 10, 2022), publications from 2021 have a higher circulation. From the figure, it is clear that in an IoT environment, deep learning research on the supply chain of smart agricultural products is still in its infancy; however, the research shows good continuity. As the overall trend in the proportion of published papers indicates, relevant research results are increasing annually.
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Figure 2: Proportion of number of publications annually

2.2 Agricultural Production Forecasts

Agricultural production is an important indicator for assessing the level of crop cultivation. The existing research on agricultural production forecasting can be generally divided into two categories: traditional forecasting methods based on linear fitting, and machine learning prediction methods that utilise nonlinear fitting. Among these two types of forecasting models, the grey forecasting model is the most commonly applied approach in agricultural production forecasting and demand forecasting. Cao [12] used the grey system theory to predict grain yield. Li et al. [13] predicted the demand for cold chain logistics of agricultural products in Hunan Province based on a sliding unbiased grey model. The application of such research has been extended from single to combined models. Ma et al. [14] conducted a study on agricultural production prediction based on the grey-Markov model.

The comparison of multiple individual prediction models is a common research method in agricultural production prediction studies [15], where a model with higher prediction accuracy can be obtained through a parameter comparison. However, the pursuit of accuracy does not end there. From the perspective of optimisation research, scholars have considered incorporating more influencing factors to improve the prediction accuracy and have further proposed different prediction models that combine non-deep learning with deep learning methods [16], as well as combinations of multiple deep learning prediction models [17].

In general, the development trend for the research on agricultural production forecasting is similar to that of price forecasting [18,19]. Both are closely integrated with the field of intelligent algorithms, such as machine learning, and have been extended to emphasise different factors, i.e., a strong robustness and fault tolerance based on deep learning neural networks. With its strong calculation and learning ability, such an approach has gradually received increasing attention in the prediction of agricultural production. Jia et al. [15] compared the performances of auto regression integrated moving average models, generalised regression neural network models, and LSTM artificial neural network models in grain yield prediction based on machine learning.

2.3 Deep Learning Production Forecasting in Intelligent Agricultural Supply Chains

In an intelligent agricultural product supply chain, the target output forecast for an agricultural product is an important basis for estimating the cost budget and decision-making regarding the packaging, logistics, and transportation of that agricultural product. In addition, a forecast of the agricultural product output is applied in the production field at the beginning of the supply chain, which has a domino effect on all the links in the middle and lower reaches of the supply chain.

Based on the results of a systematic literature review, there have been few applied research results in the supply chain field. In addition to a monitoring function based on image recognition and image processing, another significant deep learning application in the supply chain field is supply chain demand prediction [7,20]. Demand forecasting is one of the main issues in the supply chain, and includes production forecasting and sales volume forecasting. An IoT can have a profound impact on the realisation of an intelligent supply chain [21]. Tang et al. [22] used an IoT combined with blockchain to build an intelligent supply chain for the first time, which utilised optimised and improved intelligent supply chain indicators such as a tool application, automation, component interconnection, integrated innovation, and learning. Various improvements have been achieved in the development of an intelligent agricultural product supply chain, with the informatisation management of a food supply chain based on IoT technology achieving the initial results [23]. During the production and circulation of agricultural products, various quality factors must be considered. Data fusion technology based on an IoT has significantly improved the optimisation of factors such as agricultural products with an unknown source, health factors, cost, supply chain efficiency, and the saving of agricultural products [24]. In the IoT context, intelligent agricultural supply chain yield prediction based on deep learning plays an important role in reducing the risk of fracturing the agricultural supply chain, further alleviating the vulnerability of the agricultural supply chain and enhancing its resilience. For example, deep reinforcement learning is used to achieve scalable multi-product inventory control with lead time constraints [25].

With further research, more emerging technologies and algorithms are gradually being integrated into the development of intelligent agricultural product supply chains [26]. Among these, the research on the utilisation of deep learning for a supply chain is still in its infancy, with the earliest related studies focusing on the use of convolutional neural network-based deep learning for image recognition in the packaging link of a supply chain [27]. A monitoring function based on image recognition and image processing is a prominent application of deep learning in the supply chain [28–30].

At present, the research on the incorporation of deep learning to produce an intelligent agricultural product supply chains mainly focuses on three fields. (1) In the production and circulation fields of an intelligent agricultural product supply chain, image detection and image classification based on deep learning can assist in decision-making for the supply chain [31]. (2) In intelligent agricultural supply chain sales, a deep-learning-based automatic commodity pricing model [32] can use a consumer selection model to predict the product market share and establish constrained nonlinear programming to determine the optimal price, thereby making the pricing more scientific and reducing the price setting. (3) In the cold chain logistics of agricultural products, the intelligent prediction of cold chain product demand is an important means for cold chain enterprises to reduce storage and transportation costs and improve market competitiveness [33]. The transportation of fresh agricultural products is inseparable from cold chain logistics. Therefore, product demand prediction and output prediction are also pivotal functions in the supply chain of fresh agricultural products.

Previous studies have mostly focused on the selection of a certain type of prediction model. With the deepening of research, the focus on model selection for prediction has gradually shifted from traditional prediction models to econometric models, and thereafter to deep learning prediction models. Although previous scholars have compared different forecasting models, their applications were mostly concentrated in the field of price forecasting, and generally only two or three models were compared. In addition, few scholars have applied multiple types of yield forecasting models to a specific agricultural product as a joint comparative study. Thus, this study compared the yield prediction results of multiple prediction models for the Shatian pomelos yield. The models used in this comparison were representative models selected based on previous research.

3  Research Method

3.1 Neural Network Model and Calculation Process

The learning process of the back propagation (BP) neural network algorithm combines forward and back propagation. The structure of neural network model is shown in Fig. 3. In the forward propagation process, the information is first propagated from the input layer to the hidden layer. Then, after being processed by the hidden layer, it is transmitted to the output layer. If the output layer does not indicate the expected output, the resulting error signal is reversed from the output layer to the input layer. During the back-propagation process, the error is gradually reduced by adjusting the weights between layers.
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Figure 3: Structural diagram of neural network model

The input layer, hidden layer, and output layer are the components of a basic neural network. The layers are connected by weights, and the output is calculated using the activation function, which mainly includes the following steps [34].

Step 1: Network initialisation

The number of network input layer nodes (I), number of hidden layer nodes (J), and number of output layer nodes (K) are determined based on the sequence (x,y) given by the system. The link weights (Wij and Wjk) between the input, hidden, and output layers are initialised. In addition, hidden layer bias a and output layer bias b are initialised, and the learning rate and activation function are provided [34].

Step 2: Calculation of the hidden layer

hi=f(∑i=1IWij⋅χi−aj),j=1,23,…J(1)

where f is the activation function, such as the sigmoid function

f=11+e−x(2)

Step 3: Output layer calculation

yk=∑j=1JWjk⋅hj−aj,andk=1,2,3…K(3)

Step 4: Error calculation

μk=Ok−yk,k=1,2,3…K(4)

Step 5: Updating of weights and biases using gradient descent to reduce errors

During each iteration of the gradient descent, parameters W(L) and b(L) of the Lth layer are updated as follows:

w(L)⇐w(L)−β∂f(w,b)∂w(L),(5)

b(L)⇐b(L)−β∂f(w,b)∂b(L).(6)

3.2 Support Vector Regression (SVR)

Given a set of data, {(x1,y1),(x2,y2),…,(xm,ym)}, where xi∈Rd and yi∈R, the regression problem must learn a model. Here, f(x)=wTx+b, which increases the proximity of f(x) and y. SVR assumes that a deviation of at most ϵ between f(x) and y can be tolerated (i.e., the loss is calculated only when |f(x)−y|>ϵ). The structure of LSTM neural network model is shown in Fig. 4.
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Figure 4: Structure of LSTM neural network (source: neural networks and deep learning [34])

The SVR model is formulated as follows [34]:

f(x)=wTx+b∑i=1m(βi∧−βi∨)xjTx+b.(7)

3.3 Core Principles and Computational Steps of LSTM

LSTM is a variant of a recurrent neural network (RNN), where the difference between the two indicates the structure of the cells and operations. LSTM solves the phenomenon of a gradient disappearance or gradient explosion by introducing a ‘gate’ mechanism [35]. A cell in the LSTM consists of an input gate, oblivion gate, and output gate.

The LSTM network introduces a new internal state, Ct∈RD (where Ct is the state of the cell at time t), which is dedicated to a linear cyclic information transfer when non-linearly outputting information to the external state of the hidden layer [34].

ct=ft⋅ct−1+it⋅c~t(8)

ht=ot⋅tanh(ct)(9)

c~t=tanh(Wi⋅[ht−1,xt]+bc)(10)

Here, ht represents the external state of the hidden layer at time t, tanh is the activation function, and c~t is the candidate state obtained through a non-linear function. The oblivion gate, ft, determines the degree of influence of cell state Ct−1 at moment (t−1) on cell state ct at the current moment (t):

fc=σ(wf⋅[ht−1,xt]+bf).(11)

The weight matrix, Wf is multiplied by a matrix consisting of the previous and current moment values plus a bias value, which is processed using activation function σ to obtain the result of the oblivion gate state calculation, fc.

The input gate it determines the degree of influence of the current moment on state Ct of network input cell Xt:

it=σ(wi⋅[ht−1,xt]+bi).(12)

The input gate weight matrix wi is multiplied by a matrix consisting of the previous and current moment values plus bias value bi, which is processed using activation function σ to obtain the result of the input gate state calculation, it.

The influence of the Ot control unit status, ct, on the current output value, ht, is found as follows:

Ot=σ(w0⋅[ht−1,xt]+b0).(13)


At this point, the forward propagation process of the LSTM neural network is complete.

3.4 Evaluation Criteria

The yield and trend prediction results for agricultural products are evaluated using various indicators. The mean square error (MSE) and root mean square error (RMSE) are used to evaluate the prediction error, where a smaller value indicates a higher prediction accuracy. The RMSE can be used to compare the advantages and disadvantages of different prediction models. The R value, which is a correlation coefficient, is an indirect measure of the goodness of fit between the actual and predicted values. For a prediction model, an R value that is closer to one is better.

MSE=1n∑i=1mwi(yi−yi^)2(14)

RMSE=1n∑i=1mwi(yi−yi^)2(15)

R=1−∑i(yi^−yi)2∑i(yi¯−yi)2(16)

4  Analysis and Discussion

4.1 Experiment

4.1.1 Data Collection

The data used in this study were obtained from the 2021 Annual Statistical Yearbook of the local statistics website of the National Bureau of Statistics. The thirteenth agricultural part of the yearbook includes the main local values and product output of the main crop.

The fruit industry occupies an important position in China’s agricultural industry. A scientific and accurate prediction of fruit production is of great significance to the development of the fruit industry. Shatian pomelo is one of the local characteristic fruits of China and is an important representative of the developing regional economy. Forecasting the future Shatian pomelo output and regulating its planting based on the forecast data would assist in ensuring the market supply, reducing the supply chain costs, meeting consumer demand, and reducing waste. Moreover, this would provide positive guidance in maximising the beneficial transformation of characteristic fruits. Forecasting Shatian pomelo production would be extremely beneficial. Therefore, the annual regional Shatian pomelo yield was selected as the experimental data.

4.1.2 Experimental Environment

In the experimental study, deep learning prediction was conducted using Tubes-Bitki0LC, running on a 1.60-GHz Intel(R) Core(TM) I5-8265U CPU processor @1.80 GHz, with 8.00 GB (7.82 GB available) of installed memory, and a 64-bit Windows 10 operating system under a MATLAB 2021b environment with its own neural network toolbox.

4.1.3 Prediction Results and Analysis

In this study, regression analysis, quadratic exponential smoothing, grey prediction model, grey neural network, SVR, and LSTM methods were used to predict the production of Shatian pomelo. Among these, the regression analysis, quadratic exponential smoothing method, and grey prediction model are traditional prediction approaches, while the grey neural network model, SVM, and LSTM are deep learning prediction models. This group of prediction methods was selected based on a systematic literature review to determine methods that could be used for agricultural product output prediction. These included a traditional prediction method, single neural network prediction model, and neural network combined prediction model (grey neural network). Moreover, among the various methods, more classical specific prediction approaches were selected. After determining the traditional prediction method, we considered the influences of contrast and diversity on the selection of a deep learning prediction approach. Instead of selecting a combined prediction model with multiple deep learning prediction algorithms, we selected a single deep learning prediction model. This method was selected based on its representativeness, which was one of the key elements used to make the research more representative.

As listed in Table 1 and Fig. 5, the RMSE value of a deep learning prediction model is generally lower than that of a traditional prediction model, which indicates that the prediction results of the deep learning prediction model are more accurate.
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Figure 5: Comparison of RMSE values of different prediction models

Table 2 and Fig. 6 show the MSE values of the production forecasting results of the different deep learning models. In this study, the MSE obtained when using the grey neural network for prediction was the smallest, further indicating its superiority compared to the other three deep learning methods applied. The deviation reflected the generalisation ability of the deep learning model, and the MSE reflected its accuracy. Therefore, from the perspective of the MSE measurement, a grey neural network is recommended for the prediction of the Shatian pomelo experimental data.
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Figure 6: Comparison of test parameters of different deep learning prediction models

The prediction results based on grey neural network and LSTM neural network are shown in Table 3.
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4.2 Discussion

4.2.1 Comparison and Evaluation of Prediction Models

With ongoing research, newer prediction algorithms have been introduced, while the traditional prediction methods face various challenges. Based on the Shatian pomelo yield data, this study compared the prediction performances of different deep learning prediction models with those of several traditional prediction methods, and the universal superiority of a deep learning algorithm in agricultural production forecasting was verified according to the test parameters.

4.2.2 Challenges

Data-driven agricultural supply chains pose challenges for data collection and visualisation. The similarity between the properties of the model and sample form of the dataset must be considered when using a single model for data prediction. The hyper-parameter settings of the deep learning neural network model applied also require heavy debugging. The hyper-parameter settings of the algorithm used in the neural network model can considerably influence the prediction results. To achieve the optimal prediction results, it is necessary to repeatedly adjust the relevant parameters to reduce loss value, reduce error, and improve accuracy.

In addition, although the accuracy of a deep learning prediction model is higher than that of a traditional prediction method, different deep learning prediction models produce different prediction results for the same event, as depicted in Fig. 7.
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Figure 7: Comparison of prediction results

5  Conclusion and Future Work

5.1 Conclusion

The research on the use of a deep learning method for an intelligent agricultural supply chain under an IoT environment has indicated that some studies applied deep learning to the prediction of demand in an agricultural supply chain, including quantity prediction, indicating that deep learning is suitable for the yield prediction of agricultural products.

This study focused on the prediction of an agricultural product yield, using the annual yield of Shatian pomelo as the experimental data. We attempted to explore the influence and performances of various methods for predicting the agricultural product output, including a traditional prediction method dominated by linear fitting and a deep learning prediction algorithm dominated by nonlinear fitting. The experimental results demonstrated the following. (1) The RMSE values of regression analysis, quadratic exponential smoothing, grey prediction model, grey neural network, SVR, and LSTM network methods were 53.715, 6.708, 18.440, 1.580, 5.626, and 1.436, respectively. (2) The MSE test parameters of the grey neural network, SVR, and LSTM methods were 2.4979, 31.652, and 2.0618, respectively; and their R values were 0.99905, 0.94, and 0.94501, respectively.

The results also demonstrated the following. (1) The RMSE of a deep learning model was generally smaller than that of a traditional prediction model, which indicated the higher accuracy of the prediction results of the former model. (2) After comparing the test parameters (i.e., the MSE and R values) of the grey neural network prediction model, SVR, and LSTM network, it could be concluded that the prediction performance of the grey neural network was the best, whereas the performance of the LSTM method was the second best. (3) Based on the annual Shatian pomelo output data, the grey neural network prediction model and LSTM neural network prediction model, which achieved high accuracies, were considered for predicting the Shatian pomelo output for the next five years (i.e., 2022–2026). Between them, the Shatian pomelo output data predicted by the grey neural network were generally more accurate than the data predicted by the LSTM method.

Based on the results obtained, the R value indicated that the model had moderate accuracy. A higher R value indicates a greater similarity between the model and data. Under a condition where the MSE values of the two models were not significantly different, the prediction results of the grey neural network prediction model could be considered to be more accurate. Therefore, we believe that the Shatian pomelo supply chain can be planned and that decision-making can be achieved based on the data predicted using a grey neural network. In other words, to reduce costs and improve the efficiency, the cost input can be derived from the predicted output in reverse or from the work input required for the subsequent supply chain node operation under the forward planning forecast output. By considering the influence of the two parameters comprehensively, it would be possible to sum the prediction results of the two models after experts make proportional assignments.

Forecasting the target output of an agricultural product is helpful in reducing logistics costs and improving the operation efficiency of the supply chain during production, as well as the circulation and sale of the agricultural product within the supply chain. An accurate prediction for an agricultural output is of great significance to agriculture, agricultural product logistics, and the supply chain. Therefore, in this study, three traditional prediction methods and three deep learning prediction models were used to predict the yield of Shatian pomelo. Through research and an experimental comparison, it could be concluded that the accuracy of the yield prediction results when using deep learning were generally superior to those of other traditional prediction methods. In addition, the prediction results of the grey neural network and LSTM neural network prediction model were superior to those of SVR in this experiment.

The theoretical contribution of this study lies in the comparison of the performances of a traditional prediction model and deep learning prediction model in predicting the yield of a characteristic fruit based on examples. A grey neural network was found to be superior to a single neural network model in the yield prediction of the characteristic fruit. In terms of research methods, different prediction models were compared with specific yield data, and more effective and persuasive prediction results were provided.

5.2 Future Work

By considering Shatian pomelo as an example, this research focused on the production forecasting of intelligent agricultural product supply chains under the background of an IoT, and expanded the application research field of deep learning. The output forecast results provide reference information for other nodes in the supply chain, making it possible to avoid the waste caused by the blind operation of the back-end links of the supply chain, predicted the demand for cold chain logistics of agricultural products in Hunan Province based on a sliding unbiased grey model.

However, this study had certain limitations. Although a deep learning method was introduced to predict the yield of Shatian pomelo and used the prediction model architectures of three algorithms, the combined prediction performance of different neural network prediction architectures under deep learning was not considered. Individual deep learning prediction models have their own advantages and disadvantages. There is still room for further improvement in the prediction accuracy using a combined prediction model with the advantages of independent models. At present, in the field of prediction research based on deep learning, producing the optimal combination model by integrating multiple deep learning algorithms has become a research trend. The combination and optimisation of different models for improving the accuracy of agricultural product forecasting can be a direction for future production forecasting prediction research into an intelligent agricultural supply chain.
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Table 1: Comparison of RMSE prediction models

Prediction Regression Exponential Grey Grey neural Support vector Long short-term

model analysis smoothing forecasting network regression memory neural
method model network
(quadratic)

RMSE 53.715 6.708 18.440 1.580 5.626 1.436
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Table 3: Prediction results forecast yield (ten thousand tons)

Year 2022 2023 2024 2025 2026
Grey neural network ~ 106.52 106.13 100.75 96.51  86.53
Long short-term 49.57  58.08 5898 59.73  60.31

memory neural
network






OEBPS/Images/CMC_34833-fig-1.png





OEBPS/Images/CMC_34833-fig-7.png
120

—_
® O
o o

Forecast Production
FNECY
S o

n
o o

106.52  106.13
10075 gg.51

58.08 58.98 59.73

86.53

60.31
%

42"57/* ————%

2022 2023 2024 2025

Year
=== CGrey netural network ==@$=1.STM

2026





OEBPS/Images/logo.png





OEBPS/Images/CMC_34833-fig-5.png
Prediction Model

RMSE values of different prediction models

Long Short-Term Memory I 1.436
Support Vector Regression - 5.626
Grey Neural Network I 1.58
Grey Prediction _ 18.44
Exponential Smoothing - 6.708
Regression Analysis _ 53.715

0 10 20 30 40 50 60
RMSE





OEBPS/Images/CMC_34833-fig-2.png
Proportion of number of publications

2022 5l
oot |
5
=
200 | ES
2010 [NEEH
0 10 20 3 40 50 60

Proportion

B Proportion of the number of publications

70





OEBPS/Images/table-2.png
Table 2: Comparison of test parameters used by different deep learning prediction models

Prediction model Grey neural network Support vector  Long short-term memory
regression neural network
Mean square error ~ 2.4979 31.652 2.0618

R 0.99905 0.94 0.94501
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