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Algorithm 1:

Step 1: Using threshold value, convert gray level mammogram images into binary. This binary object
contains the artifact information of radio-opaque long with the breast profile region.

Step 2: Using an 8-connected region in the binary objects of the mammogram image, create a label matrix L.
Step 3: Evaluate the exact number of pixels for all binary objects using label matrix L.
Step 4: For each mammographic image, identify the maximum connected pixels of the binary object.

Step 5: Similarly, for each mammographic image, identify the minimum connected pixels of the binary
object and remove them.

Step 6: Now, we get a mask for every image. For smoothening, the cover removes all isolated pixel values.
That is, pixel value one is surrounded by 0 and fills the hole if it exists.

Step 7: Multiply the pixel value of the mask with the binary image, which removes all labels and other
artifacts of the picture.
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Algorithm 3:

Step 1:

Initialize the size of flock is S. Maximum number of iterations maxiterr.

Step 2: Randomly initialize the position of all crow from its population and also initialize the memory which

1S same
Step 3:

as position of crows.

Estimate the fitness function using

fitness = ZZNbl k114, — Vi) —i—Zn* =m ®)

Step 4:
Step 5:
Step 6:
Step 7:
Step 8:

Step 9:

Step 10:
Step 11:
Step 12:
Step 13:
Step 14:
Step 15:

i=1 j=1

While iterr < maxiterr
Fori=1:S§
Create a new position of crow by selecting crow i and its follower crow J.

If crow i does not have the awareness of its follower crow j.
xj,lle‘}"}" +1 — xj,lle‘}"}" + VndijHOI’HEW. (m/,llerr _ x},llerr) (6)

Else randomly choose the position of the crow follower.

End For

Check the feasibility of new position for crow.

Do steps 3 to 9 for estimating the fitness function of new position.
if fitness function of new position > fitness of memorized position
Updating the memory by using /€7 +1

End While
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Algorithm 2:

Step 1: Using the adaptive K-means clustering technique, identify the various region in the mammogram
input image.

Step 2: Identify the non-zero-pixel occurrence value of the image in the middle of rows in the pectoral region
value as the point of seed. It will be extracting the pectoral muscle.

Step 3: This pectoral region-based row value seed point applies the region-growing method along with less
threshold value. The output of the growing algorithm at the region produces the segmented part of the
pectoral muscle.

Step 4: Choose the complement of the segmented pectoral region.

Step 5: multiplying Pixel-wise the complement of the segment pectoral part with the input image will then
extract the muscle region with the segmented pectoral.
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The proposed work of the CSO-DBN procedure is given below:

Step 1: By using Section 3.1 pre-processing is done.

Step 2: To retrieve a mammographic image from the large data set features are extracted from the Section 3.2.

Step 3: Initialize the position of crows.

Step 4: Calculate the fitness value of each crow by using Eq. (5).

Step 5: Randomly choose the crow j

Step 6: Compare the value for randomly chosen crow with AP

Step 7: If the value of AP is high then select the new position for crow.

Step 8: Else choose the position of crow randomly.

Step 9: Evaluate the fitness value for new crow by using Eq. (5).

Step 10:
Step 11:
Step 12:
Step 13:
Step 14:
Step 15:
Step 16:
Step 17:
Step 18:

update the position of crow.

Terminate the CSO criteria

Get the classification of CSO and train in it DBN architecture for getting fine-tuned classification.
Initialize the feature vector values into visible layer

Adjust the weight value and bias value into the hidden layer

Using Eq. (8) apply sigmoid function between visible layer to hidden layers.

Update the value using Eq. (11)

Repeat the steps 13 to step 16

Classification of mammographic image






