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Abstract: This research proposes a machine learning approach using fuzzy logic to build an information retrieval system for the next crop rotation. In case-based reasoning systems, case representation is critical, and thus, researchers have thoroughly investigated textual, attribute-value pair, and ontological representations. As big databases result in slow case retrieval, this research suggests a fast case retrieval strategy based on an associated representation, so that, cases are interrelated in both either similar or dissimilar cases. As soon as a new case is recorded, it is compared to prior data to find a relative match. The proposed method is worked on the number of cases and retrieval accuracy between the related case representation and conventional approaches. Hierarchical Long Short-Term Memory (HLSTM) is used to evaluate the efficiency, similarity of the models, and fuzzy rules are applied to predict the environmental condition and soil quality during a particular time of the year. Based on the results, the proposed approaches allows for rapid case retrieval with high accuracy.
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1  Introduction

Farming is undergoing a revolution field to the latest technologies that appear to be highly promising because it allows the key sector to reach new levels of farm profitability and productivity. Agriculture is involving precision affecting inputs when it needed good farming. The 3rd wave of the current agriculture revolution is being enhanced by the availability of larger amounts of data. It is difficult for farmers to know what crops are most suited as per their soil’s quality, nutrients, and structure. In this study, a data mining technique for soil quality analysis is proposed to assist farmers. Thus, the method reduces efforts on monitoring the soil quality to anticipate the crop suited for cultivation based on the soil type and to optimize crop production. This research concentrates on the establishment of site-specific characteristics as the impact on soil quality and explains the influence of soil quality enhancements on enhancing agronomic. Furthermore, this research determines the next crop rotation based on the query generated and prediction of the current soil quality. The soil nutrient dataset is compiled using information from quality experiments [1].

Crop rotation has long been shown to be beneficial to the environment, but farmers are typically motivated by economics and the capacity to control pest, weed, and bug populations by using synthetic fertilizers or pesticides to sow the same crop repeatedly [2]. There are externalities (like harmful pests migrating across fields or excessive fertilizer application contaminating rivers) or there would be long-term consequences if land users don’t consider how their activities affect soil fertility, which contributes to natural resource deterioration [3].

In many countries agriculture has a significant financial impact, and it is one of the most common tasks. It is often referred to as the most flexible way to make money, because 60.45% of the country's land area is devoted to agriculture. The process of upgrading the agricultural industry is extensive in the current day. In this way, farmers get an edge and save money while increasing their income [4,5]. The yield can be calculated and based on the knowledge of a rancher about the land and harvest. Farmers are working on accumulating a steady stream of crops as the environment changes. Many farmers are given the present scenario and need additional information about the new yields [6]. Better knowledge and assessment of crop execution in natural circumstances increase the profitability of a farm’s operations, but they have no idea how much money they make from farming. The approach described in this study necessitates the inclusion of client-specific data. Nitrogen, Phosphorous, and Potassium are all nutrients needed for the growth of a plant found in soil [7–9].

Agriculture is influenced by a variety of parameters including climate, geography, historical, geographical, biological, political, and socioeconomic influences. As a result, the agricultural output is varying dramatically and widely throughout the nation. Agriculture is affected by a type of factors that are irrelevant to one another. Consequently, there is a danger and a decrease in the constant production of food. The environment has a major impact on agricultural productivity. There is a great deal of variation in agricultural yields throughout the year due to weather conditions [10]. The weather and the soil’s qualities are combined to provide a wide range of yields. Weather-related production losses can be mitigated by crop agronomic management practices such as planting, fertilizer application, irrigation tillage, etc. [11].

Fig. 1 illustrates how data from several aspects such as weather, legislation, regulations, the number, and qualifications of personnel can be processed by Artificial intelligence (AI) algorithms in an expert system [12].
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Figure 1: Cultivating a crop rotation strategy that includes a user in the loop

There must be a short, medium, and long-term strategy for crop management for the expert systems to dynamically offer the prospective consequences of today’s agricultural operations, as shown in Fig. 1. As a result, crop rotation expert systems are developed short, mid, and long-term crop rotation plans [13]. All three plans feature yield, water, fertilizer, insecticides, and profit estimates in addition to suggested agricultural actions. Three-year plans are making it easier to see the effects of various agricultural practices, such as the adoption of a no-tillage approach, and the associated environmental, financial, and technical advantages [14].

Several sensors are utilized in smart agriculture to gather data. Converting sensor readings into usable information is one of the challenges in dealing with the data. For this sake, “Case-Based Reasoning (CBR)” is a good approach for creating intelligent agricultural systems to enhance knowledge management when metadata descriptions are utilized as characterizations. Case studies are used to illustrate the categorizations that detail problems and their solutions [15]. Consequently, combining case-based reasoning with sensor technologies is beneficial to intelligent agricultural systems [16]. The application of machine learning algorithms in the agricultural supply chains, and the main four clusters (production, processing, distribution, and preproduction) are becoming more important. The ML was utilized at the preproduction stage and the use of technology is mostly for crop forecasting. Yield, soil quality, and irrigation needs are all things to think about [17].

Machine learning (ML) can be used in the manufacturing stage. The third cluster of the processing phase approach is dedicated to disease detection and forecasting [18]. ML algorithms might be used in the distribution cluster, especially to review production planning to obtain a safe and high-quality product. Consumer research is the first preproduction cluster in the agricultural supply chain. The objectives of these accurate agriculture solutions is to better educate stakeholders and farmers about their requirements (such as nutrients and fertilizers) by applying machine learning algorithms to predict effective models [19], encourage farmers to make the most beneficial yield forecasting decisions and to improve their agricultural methods. As an example, Bayesian network described using terms like decision tree, clustering, deep learning, and regression have recently been used to predict agricultural output [20].

Existing farm systems are unable to meet the demands of today’s generation owing to the absence of key criteria such as processing speed, data storage capacity, and the resources utilized in “computer-based agriculture systems”. There is a necessity to construct a cloud-based autonomous data system that provides Agricultural as a Service (AaaS) to overcome the challenge of current agriculture systems. In this part, researchers show the architecture of Agri-Info and a QoS-aware “cloud-based autonomic” data system for agriculture that maintains various forms of agricultural-related data across many domains. Fig. 3 depicts the architecture of Agri-Info [20]. The main goals of this suggested system are given as:

     i)  Analyze the data utilizing creating fuzzy rules and fuzzy logic.

    ii)  Collect data from various IoT devices.

   iii)  Automatically respond to user queries based on the data kept in the Fuzzy Rule Base.

    iv)  Store fuzzy rules and user data in a cloud repository (Fuzzy Rule Base) for future decisions.

     v)  Automatically assign resources based on QoS necessities of dissimilar needs.

Agri-architecture Info is divided into two subsystems

     i)  User subsystem

    ii)  Cloud subsystem

•   User Subsystem

This subsystem is a user interface via which various types of users connect with Agri-Info to supply and receive relevant data on agriculture depending on several domains. It considers nine distinct sets of data from several agricultural domains such as livestock, productivity, soil, pest, crop, weather, fertilizer, irrigation, and equipment. Users are divided into three groups [20]:

     i)  Agricultural experts,

    ii)  Agriculture officers,

   iii)  Farmers

•   Cloud Subsystem

This subsystem includes the cloud-based platform for agribusiness web services. Agriculture information submitted by users from various agricultural domains can be processed using an online or mobile agriculture service. As indicated in Tab. 1, Agri-Info collected a variety of qualities based on particular agricultural information given by users across agriculture online services.
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These facts are saved in a cloud repository in separate classes for each domain, each with its unique identifier which is used to Agri-Info monitors, analyses, and process the data constantly. It has created separate classes and subclasses for each domain to better categorize information. User data is classified in a storage repository based on fuzzy rules and distinct specified domain classes. This data is sent on to agricultural professionals and officials for ultimate certification via IoT devices [21].

2  Related Works

This part shows the related work of various authors for a Query-based information retrieval system for the crop rotation decision using learning techniques.

Duboisy et al. [22] focused on potato cultivation, and a crop where irrigation is critical. The author modeled soil water potential as a prediction as to the supervised learning issue. The task looks complicated because there are numerous possible inputs and outputs. The experiment is run using data collected over 3 years and shows how to use include variety to spontaneously construct models with appropriate characteristics and high performance.

Shreejana [23] assessed that in agriculture across the globe, Diversified Crop Rotation (DCR) has a positive impact on productivity. Improved soil quality and increased system production might be achieved by using this method. Many crops’ rotations yield tolerance to drought and other difficult growing circumstances that might be improved by increasing soil water absorption and storing the number of valuable soil organisms. It is benefits to farmers include less risk, uncertainty, improved soil health, and a more sustainable environment. Crop rotations are including a variety of crops to help farmers diversify their revenue streams. Soil health is also improved due to the unique structure, function, and link between plant communities and the soil in DCR, which reduces insect, weed, and disease prevalence, and increases the structure of the soil. It is developing more common to use DCR to ensure the long-term viability of agricultural production. This analysis presents evidence of the importance of DCR, barriers to adapting it, and proposed solutions to these issues.

Sun et al. [24] suggested that the intelligent transportation nowadays is mainly reliant on Vehicle Type Classification (VTC). Earlier VTC systems operated on the monitoring center’s host machine due to the models’ complexity and resource requirements. Recent advancements in IoT hardware, such as systems of heterogeneous embedded devices, software, cloud optimization solutions, and lightweight computer vision algorithms allow a connected (smart) farm to accumulate and effectively analyze data from a variety of sources. It is feasible to gather information from several farming operations at various time scales involving in near real-time, and by interconnecting the IoT sensors, which are often spread across wide swathes of farmland. This information can subsequently be utilized to generate actionable insights, such as the correct application of soil additives, resulting in less waste and contamination. When federated learning techniques are used to combine data from multiple farms, such insights would be even more powerful. In a “wireless sensor network (WSN)”, IoT devices efficient in sensing various types of data can communicate with one another. Large amounts of data are created from a range of field operations in row crop systems. Fertilizer application, soil sampling, planting, scouting, spraying, harvesting, distribution, and processing are examples of these operations.

Patel et al. [25] examined three components of Indian traditional agriculture that are cultivation, locally available sustainable crop protection measures, and biological pest management. Mixed cropping, crop rotation, agroforestry, double cropping, and the exploitation of resources with host-pathogen interaction and local varieties are a few of India’s most famous conventional agricultural methods that must be strengthened in the interest of food security and the environment. It is enhancing nutrition quality such techniques perform an important role in ensuring agriculture’s long-term viability.

Wang et al. [26] looked at using acceleration, location, and machine learning to identify estrus in dairy cows. The data were collected from 12 cows for 12 days. It gathered 25,684 data on position and acceleration. Several machine-learning algorithms were tried to automatically detect cows in estrus using “Principal Component Analysis (PCA)” of twelve behavioral measures.

Liang et al. [27] highlighted that are being developed how irrigation water allocation contributes to the high-efficacy concert of the accuracy irrigation approaches such as the infrastructure, models, the management approaches currently in use, and the management approaches. Some of the most cutting-edge methods for constructing a long-term, integrated, and evolutionary irrigation system while also delivering the high quality and effectiveness required for full precision irrigation application are data-driven irrigation organizations. It is cloud-based irrigation control and performance-proven water allocation.

Saiz-Rubio et al. [28] analyzed for farmers to make an optimized decision to save money but protect the environment, and alter the food to match and sustainably the coming population development. Data is used in the form of data-driven farm management to increase efficiency while decreasing resource waste and pollution. The basis for future organic agriculture is laid by data-driven agriculture paired with robotic solutions that include artificial intelligence methods. Data asset in agricultural fields to variable rate applications is a vital step in sophisticated farm management systems.

Lagos-Ortiz et al. [29] investigated in the agricultural context, and a wide range of pests and illnesses harm crops. Furthermore, the quantity of information accessible on these issues is growing exponentially. Farmers have difficulty making judgments based on the big and changing quantity of data. Agri-Ent and a knowledge-based web platform are presented in the paper to assist farmers in making decisions about the control of agricultural insect pests. There are four levels in the Agri-Ent functional architecture such as data, semantics, web services, and presentation. These specialists’ expertise is officially documented using ontologies in this platform, which also does insect pest diagnostics.

Neha et al. [30] developed a crop yield prediction model using “linear and non-linear regressor models” with 5-fold cross authentication. The kernel in this case was based on the Radial Basis Function., This method forecasted agricultural production from 2013 to 2017. This system is unable to accurately predict the future due to the lack of data. Other professional training approaches have fared better than Regression.

Opera [31] described a framework for environmentally intelligent management information systems. Bayesian networks and data mining as a base of knowledge are created and used in decision-making processes using taxonomies. Ontologies have also been simplified via research efforts for non-experts.

3  Background Study

The primary goal of a smart agriculture system is to increase the productivity of a given field of crops. The following are the two primary streams that have been selected in this research, it involves (i) anticipating the most suited crop for the next crop rotation and (ii) improving the irrigation system of the land via the use of selective irrigation techniques. The above-mentioned purpose is realized by the regular monitoring of the field. The monitoring method entails gathering information on the soil properties present in the field to be monitored. A wireless sensor network (WSN) is set up to gather the data and look back at it by uploading it to the cloud regularly. Machine learning (ML) is an important part of artificial intelligence. Instead of explicitly programming is a computer to solve the problem. The benefit of the approach is detecting and adjusting for any outliers in the data collection. Sensor readings were recorded for twelve months, and this enormous volume of data was transmitted into a database for storage. The ML model was trained using the parameter’s maximum and lowest values. This dataset was used to train two separate machine learning models using RMSProp optimizer and the validation losses were determined using MSE. Validation losses of 9.2752 and 48.52 s for GRU and 2.1354 and 57.62 s for LSTM were considered for ML models. The suggested model can predict more accurately and reliably the soil parameter patterns for future tenures using a learning-based classification strategy. Predicting a great crop for planting gets easier when the future pattern is known for a certain amount of time. It is allowing the farmer to rely less on personal intuition and more on a predetermined strategy for farming. After a comparison of the inferred findings with the ideal parameters, the best-suited crop is sent to the customer via a Short Messaging Service (SMS). Predicting the best time to manure, apply fertilizer, and apply pesticides are increase the performance of smart agriculture in the future [32].

4  Problem Formulation

The work is based on the information retrieval process over the small dataset using the case association. The user input is directly considered in the form of the case and is re-directed towards the similarity evaluation and mining of the past cases concerning the similarity between the cases. It is based on the earlier study conducted on the major gap, and firstly the cases generated from the user query are not having any specifications. Secondly, similarity evaluation should be made more realistic using machine learning to turn the focus from fast retrieval over small data to fast and efficient evaluation over large datasets. Thirdly, the threshold definition is computed using some pre-defined set of rules which remain the same all around the processing, which means no change with the change in the type and category of the dataset.

In the current work, the major focus is on three major gaps identified and progress has been focused to resolve the problems. As a solution for the problem first, there is a harsh requirement of the query expansion, because about 70%–80% of the target users of the platform are not well-aware of the technological words related to agriculture features. Second, the major prospect of the previous work is towards the fast retrieval of cases, and the accuracy of the system is never considered for large datasets. For efficient and fast similarity evaluation, Hierarchical Long Short-Term Memory (HLSTM) is considered the output of each neuron varies on the current input and background of prior concealed state output. Third, the threshold definition is decided based on some fuzzy rules which are dynamic and can be added and rejected when change is encountered for the type and category of the dataset.

5  Research Methodology

This system has several holes when it comes to estimating the yield of a field. A single day’s analysis of soil factors is not sufficient to forecast a crop’s success. Crop yields cannot be predicted using the technique since plant development takes time. As a result, the following strategy is utilized to overcome the disadvantage and complete the task.

5.1 Hierarchical Long Short-Term Memory

Over a complicated sequence, it is found through numerous layers of sequential hierarchy. In general, the HLSTM’s first recurrent layer converts a sentence into a sentence vector for example, word vectors [33]:

htw=LSTM(ht−1w,etw)(1)

where LSTM (·) is described as the LSTM operation for simplicity, htw signify the secret vectors from the LSTM model and etw embedding at the word level, separately. Fig. 2 shows the architecture of HLSTM below [34].
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Figure 2: The architecture of the HLSTM

Fig. 2 shows that each record in the preprocessed data has 121 values, allowing it to be turned into an 11 × 11-pixel grayscale picture. The first LSTM layer translates each column of shape (11, 1) pixels to a column vector of form (128) in the HLSTM-based interruption recognition model. The subsequent LSTM layer converts 11 shape column vectors (11, 128) into an image vector that represents the whole image. Ultimately, the whole connection layer is included for prediction.

5.2 Fuzzy Rules

A fuzzy rule is a statement that is true or false. In fuzzy logic, there exist rules of inference that determine the output variable’s value depending on the values of the input variables. Following are all fuzzy rules utilized in fuzzy logic.

5.2.1 Fuzzy Control Rules

The expertise of a professional in any linked area use might be termed fuzzy control rule. If the control of the closed-loop method is utilized, and the fuzzy rule is characterized by a series of the type IF-THEN, which leads to procedures defining what case must be done in the presently stated information, that contains feedback and input. The law governing the design or construction of the set of fuzzy rules is centered on a human’s experience or knowledge, which varies depending on the specific usage. A fuzzy IF-THEN rule connects a situation defined by fuzzy sets and linguistic variables to a result. The IF component is mostly applied to collect experience via elastic circumstances, while the THEN part could be used to provide an output in semantic variable form. The fuzzy inference method frequently utilizes this IF-THEN rule to determine the degree to which the incoming data meets the rule’s condition. In Fig. 3, the method for calculating the difference in degree among a fuzzy condition LOW (temperature) and fuzzy input T (temperature) [35].
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Figure 3: Fuzzy input with the fuzzy circumstance

The function could also be used to express this computation.

M(T, LOW)=Supportmin(µt(X),µLow(X))(2)

where M = Difference in degree and “μt = time membership function of set” x and μlow is the lowest membership function of set x.

5.2.2 Fuzzy Mapping Rules

Fuzzy mapping rules offer an efficient mapping between the output and the input using linguistic variables. A fuzzy mapping rule is built on the foundation of a graph of fuzzy, that depicts the relationship between the fuzzy output and input. It might be difficult to extract a specific link between output and input, or the relationship between those outputs and inputs can be quite intricate even when it is created the real-world products. Fuzzy mapping rules are a viable option for certain cases. Fuzzy rules mapping is act comparably to human insight, intuition, and all fuzzy rule mapping only values a small portion of the function. The collection of fuzzy mapping rules should be used to assess the full function. Continuing with AC as an instance, a fuzzy rule mapping is developed as follows: IF temperature is LOW, THEN the heater motor must be turned FAST. Different rules should be created for different input temperatures.

The input variables have many dimensions in most real-world applications. For example, the inputs comprise both the present temperature and temperature rate difference in AC. The fuzzy control rules should be expanded to consider numerous inputs while calculating the output.

Temperature inputs vary at a different pace, and those inputs are linked to IF portions of IF-THEN rules. It is known as the control output, and 3D variable that is found at the intersection of every row and every column, and it is linked to the THEN component of IF-THEN rules. As if the existing temperature is LOW and the current temperature alter rate is likewise LOW, and the speed heater motor must be FAST to quickly raise the temperature.

It is expressed using the IF-THEN rule, which states that if the temperature is low and the rate of change is low, THEN the production must be FAST. Various additional laws are abided by a related method, that is extremely close to the intuition of a human being. A total of nine rules are created in the air conditioner. Input and output should be split into smaller parts for applications that should be required high control precision, and more rules of fuzzy [36–38].

5.2.3 Fuzzy Implication Rules

A generalized logic is suggesting a correlation between output and input. It is described by an implication rule of fuzzy. All restricted essence of fuzzy logic is the basis of a fuzzy implication rule. Multiple-valued logic and Traditional two-valued logic are connected to fuzzy implication rules. Continuing with the AC as an illustration, the conclusion is that if the temperature is low, then the heating motor must be quick. The temperature is HIGH, based on the inference and a reality. The conclusion is the heating engine should slow down, or SLOW.

•   Similarity Relation–Fuzzification

Comparison is a crucial topic for which a simple model is frequently discovered to be insufficient. The gradual property of the fuzzy sets shows the perception of the gradual property. The fuzzy equivalence relation is used to illustrate the connection among items of a fuzzy set from the perspective of a fuzzy equivalence relation. Fuzzy sets were considered stimulating ideas by designating resemblance described as a basis of fuzzy equivalence relation. A fuzzy set cannot differentiate two elements if they are both members of the same set or its complement. The generation of the fuzzy set membership functions using the equivalence fuzzy relation is explained as follows:

•   Definition 1

A fuzzy similarity relation on set V is the mapping E: V x V → [0,1] satisfying

(E1)E(v,v)=1,v∈(reflexivity)(3)

(E2)E(v1,v2)=E(v2,v1),v1v2∈(symmetry)(4)

(E3)E(v1,v2)∗E(v2,v3)≤E(v1,v3),v1v2v3∈V(transitivity)(5)

where the unit interval is denoted as [0,1] with the normal ordering. Occasionally, E is known as a similarity relation. Contextually, a few theorems and definitions are hereby remembered.

•   Definition 2

A fuzzy set A∈[0,1]u is termed as extensional through the fuzzy equivalence relation E on V if and only if μA(v1)∗E(v1,v2)≤μA(v2) holds for all v1,v2∈V.

•   Definition 3

Let E is a “fuzzy equivalence relation” on V and let A∈[0,1]u.

The fuzzy set A^=∩{B|A⊆B and B are extensional concerning E} is described as the extensional hull of A concerning E.

5.3 Proposed Methodology

In Fig. 4, the planned related case representation allowed fast case retrieval by associating with the help of the similar, the dissimilar cases especially, and as an alternative to measuring the likeness of every case in the case base. The procedure is explained by the pair of an attribute-value, and the case is formulized by the vector. Features of the vectors are matched with each other and added up with the weights as general identical.
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Figure 4: Architecture diagram for the proposed system

Step 1: Check the user query for crop rotation, after the query has been identified. It would be expanded, if the user query is different, and it would be treated as a new case. The case database stores past user requests for crop rotation, and hierarchical long short-term memory compares the similarity between the two cases.

Step 2: In this step, threshold determination is done based on the fuzzy rules. The fuzzy rules set is based on the soil quality and environmental parameters.

Step 3: As part of the threshold determination stage, this includes determining which instances have the greatest number of similarities when there is a 75% or more similarity between the two cases. The source case is rewarded with a supplementary case that suggests which case is the most comparable to the source case.

Step 4: When there are more similar instances than there are dissimilar cases available for selection, the source case with the highest comparability value is selected, and its associated cases are examined in the next repeat of the procedure. If the number of different cases is more than the number of identical cases, the source case with the greatest depth of connection value would be picked as the source case. In the next iteration, the associated dissimilar situations would be compared to the result in the previous iteration.

Step 5: There are two case selections in this step such as similar and dissimilar. The crop rotation contains termination conditions that are dependent on the soil such as soil humidity and weather conditions. When the similarity between the two cases is less than 50% (past case), the case is said to be dissimilar to the source case, and when the resemblance between the two cases is more than 50% (present case), the case is said to be identical to the source case.

6  Result and Discussion

The intended model is a learning-based categorization technique, and the prediction is more accurate, and assists in more reliably estimating the whole soil parameter pattern for future tenure. The future pattern is established for a certain time, which is simple to select a suitable crop that can be sown. It would aid in the development of a more pre-deterministic approach to agriculture rather than relying on human instinct. In the implementation results, different parameters like atmospheric temperature, soil temperature, and humidity are predicted using fuzzy set rules. Then there are also calculated the accuracy of the model and the error.

Result 1: The given Fig. 5 depicts the prediction of the atmospheric temperature for June to August in the year 2022. The minimum temperature is predicted approximately 15 to 20 degrees and the maximum temperature is between 30 to 40 degrees.
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Figure 5: Atmospheric temperature prediction

Result 2: The given Fig. 6 depicts the prediction of the soil temperature for June to August in the year 2022. The minimum temperature is predicted approximately 15 to 20 degrees and the maximum temperature is between 25 to 40 degrees.
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Figure 6: Soil temperature prediction

Result 3: The given Fig. 7 depicts the prediction of humidity in the atmosphere for June to August in the year 2022. The minimum temperature is predicted to be approximately 45 to 65 percent and the maximum temperature is between 70 to 100 percent.
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Figure 7: Humidity prediction

Result 4: The given Fig. 8 depicts the accuracy of the model which is 97.03%. The accuracy of the model is calculated from the defined confusion matrices.
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Figure 8: Accuracy of the model

Result 5: The given Fig. 9 depicts the mean square error concerning increasing epochs. Eq. 6 shows the formula to evaluate the mean square error. Here, N total number of observations in the dataset. The sigma symbol denotes the difference between actual and predicted values taken on every i-value ranging from 1 to n.

[image: images]

Figure 9: MSE vs. Epochs

MSE=1N∑i=1n(actualvalues−predictedvalues)2(6)

The given figure illustrates that with increasing the epochs mean square error values are trending toward zero.

Comparative Analysis

Tab. 2 depicts the comparative analysis of the performance parameters between the existing result and the proposed method. The accuracy of the existing method is 97% and the MSE value with the increasing epochs is 0.5 approximately. Whereas in the proposed model accuracy is 97.3 percent and the MSE value is 0.2.
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7  Conclusion and Future Scope

Agricultural cases in a case-based reasoning system were the subject of this research, which also included a proposal for a related case representation approach for crop rotation. A high number of cases in a case base might lead to inefficient retrieval since traditional case representation techniques do not consider the association ties between those instances. As a result, the strategy described in this research was followed by a case representation method. The peculiarity of the concept is exploring the interconnections between cases, which is different from the standard attribute-value pair format. Fast case retrieval is made possible by the fact that comparable instances are prioritized for comparison. Dissimilar connections are useful in the early stages of case recollection. Fast case retrieval is achieved by using the suggested case representation approach, which visits a smaller number of instances while ensuring correctness at the same time. When it comes to case-based reasoning, effective case retrieval is critical, and the rest of the processes cannot advance without it. It is using the case-based reasoning methodology based on the query for the next crop. Therefore, the suggested related case is a representation method for providing farmers with decision assistance for managing agricultural operations that might help enhance farmer-centric retrieval systems. Furthermore, the concept provides a means of efficiently managing agricultural knowledge. In the presented work prediction is done based on the environmental conditions and the soil effectivity and quality.

For the future aspect, the key challenges faced, and the huge amount of data in the database are latency and capacity. A distributed framework based on fog architecture could be built to increase reaction time. Unlike the cloud, where processing and services are centered on a single node, fog architecture pushes computing and services to the network’s logical extremes. Furthermore, the efficiency of smart agriculture can be increased by forecasting the best time for manuring, fertilizer application, and pesticide application.
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Table 1: Domain their characteristics

Domain Attributes

Soil Info Water, Air, Inorganic material, Bulk density, Organic material
Irrigation Info Crop type, Climate factors, Season, and Soil type

Pest Info Type, Effect, Treatment, Solubility in water

Crop Info Type, Temperature, Cropped, Name, Soil moisture, Season
Fertilizer Info Type, Nutrient composition, and Price

Weather Info Humidity, Temperature, Pressure, Wind speed

Productivity Info Soil type, Crop type, Season, Rainfall
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Table 2: Domain their characteristics

Author Accuracy MSE (minimum)
Kanaga 97% 0.5 approx

et al. [36]

Proposed 97.3% 0.2 approx
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