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Abstract: The authenticity and integrity of healthcare is the primary objective. Numerous reversible watermarking schemes have been developed to improve the primary objective but increasing the quantity of embedding data leads to covering image distortion and visual quality resulting in data security detection. A trade-off between robustness, imperceptibility, and embedded capacity is difficult to achieve with current algorithms due to limitations in their ability. Keeping this purpose insight, an improved reversibility watermarking methodology is proposed to maximize data embedding capacity and imperceptibility while maintaining data security as a primary concern. A key is generated by a random path with minimum bit flipping is selected in the 4 × 4 block to gain access to the data embedding patterns. The random path’s complex structure ensures data security. Data of various sizes (8 KB, 16 KB, 32 KB) are used to analyze image imperceptibility and evaluate quality factors. The proposed reversible watermarking methodology performance is tested under standard structures PSNR, SSIM, and MSE. The results revealed that the MRI watermarked images are imperceptible, like the cover image when LSB is 3 bits plane. Our proposed reversible watermarking methodology outperforms other related techniques in terms of average PSNR (49.29). Experiment results show that the suggested reversible watermarking method improves data embedding capacity and imperceptibility compared to existing state-of-the-art approaches.
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1  Introduction

Over the decades, the exponential growth of the internet, digital communication expanded the capacity of internet multimedia networks with the processing of a massive volume of videos and images [1]. Many developments in the computing environment have threatened copyright security and material integrity, including hardware, software, and communication systems. In recent years, in the biomedical system, many changes and advancements have occurred regarding digital images of medical data, and it has become a significant field [2]. Besides the fast speed and highly efficient digital communication, security risks must be resolved in Internet Apps, e.g., military images are associated with the security of the entire country. Information security of digital communication affects everyone’s peace of mind. Researchers have developed different techniques in digital image processing to authenticate the image information and identify image manipulation accurately and robustly. Medical images contain sensitive information about the patients, so security and privacy protections of the medical images become crucial while sending those images through the internet [3]. Due to the rapid growth in the electronic health industry, remote health monitoring of the patients has become possible using sensors, resulting in better patient care [4]. To ensure the privacy and security of information on the internet and avoid data leakage, data hiding technology (i.e., embedding data) has emerged. Steganography and watermarking are the two major types of data hiding methodologies. Steganography is generally used for secret communication so that the confidential data concealed in the cover object would not catch the public’s attention. Steganography typically introduces a “peer-to-peer” secret communication. The content of the hidden message is only accessible to the sender and recipient, and the recipient can accurately extract the secret message. Digital watermarking is used to ensure that digital media such as documents and videos are authentic and copyright protected by embedding secret data in them. It is significant to mention that watermarking has numerous resemblances to steganography in terms of embedding data. The purpose of watermarking is to make it extremely difficult to extract hidden information to avoid the unauthorized copying of the data. Digital watermarking technology is divided into two categories: frequency domain and spatial domain [5]. The watermarking approach is implemented on the image’s coefficient values in the frequency domain. There are three main types of spatial domain images in digital image processing: one is binary, the other is grayscale, and the third is colour images. In binary images, there are only two possible values for each pixel, and it is most commonly used in black and white, but it can also be used for any two colours. Greyscales images only contain the intensity data using a single sample value for each pixel. It is usually called black and white, and these images contain the different shades of grey (0 to 255), in which the black color is at 0, and it represents the weak intensity, while the white color is at 255, and it represents the vigorous-intensity whereas color images consist of three primary sets of colors red, green and blue ranging color from 0–255 [6]. However, in the spatial domain watermarking, the modification of cover image pixel with watermark image is applied. An ideal watermarking algorithm focuses solely on high visibility of source image, minimum complexity, data security, imperceptibility, and high embedding capacity. However, it is challenging to provide a data hiding approach that contains these characteristics simultaneously in most situations. In recent decades, researchers have progressed on data hiding algorithms that need low or medium computational capacity with adequate visual quality at a higher embedding capacity. In steganography, two main embedding techniques are used, one is the PVD (Pixel Value Difference), and the other one is LSB (Least Significant Bit) [7]. PVD technique has much better performance as compared to LSB because it provides stego images with high quality and hidden data with a high capacity [8]. Implementation ofthe PVD scheme as a new paradigm, spatial domain algorithms are being used, through which the iris implicit images data would be, inserted instantly into the cover pixel images [9]. The least significant bits (LSB [10–13], Exploiting Modification Direction (EMD) [14–16], and Pixel Value Difference (PVD) [17–21] are some of the most popular algorithms of watermarking in the spatial domain. Some researchers have combined two methodologies PVD, EMD with LSB substitutions, to obtain efficient results in data security, embedding capacity, and excellent visual quality [16,22–27]. The secret bits are encoded pairwise and then embedded in the cover LSB bits with very little changes to the reference image [28]. Wu et al. [29] proposed a methodology known as PDBD for low distortion in PVD and base decomposition. In the context of a pixel pair, the difference between pixels is determined first, and the corresponding degree is measured. Then certain bits of information are transformed by the base pair of the degree into two adjacent coefficients. Further, the pixel pair is formed by embedding coefficients. Traditionally, algorithms were commonly identified, and strategies in which information was directly encoded in the LSB planes of the host image were implemented. An acceptable extent of security and in contexts of data encoding, many of these algorithms have done reasonably well. Besides that, with the ever-growing computing capability of digital technologies, most strategies are noticed to be compromised. With this in perspective, algorithms for hiding data based on keys emerged into the field of research, and researchers also explored these using conventional digital signature attacks. In [30], the Hilbert curve methodology produces data embedding structures and a logistic map to encode a message signal to improve security with a high payload and better image quality. Some studies show higher security schemes were also implemented using the similarities of the pixel neighbourhood, redundancy, inherent features in the image, etc. [31–36]. Chaotic system-based various schemes have provided enhanced security performance. Such systems focus on secret keys generated by the chaotic map parameters [37,38]. The security of the data hiding algorithm relies greatly on the scale and accuracy of the secret keys used in the process. The histogram of watermarked images is well known to publicize the presence of hidden information, and this is especially true for algorithms that have a high data encoding capability. At the same point, imperceptibility is important for information security. Therefore, algorithms should also focus on significantly reducing the impact of encoding on histograms. We have proposed an efficient reversible watermarking system with improved patient records security and a high level of imperceptibility. An embedding pattern is implemented by generating the key using random paths in the pixel block to obtain maximum security. The patient record information is embedded in the cover image up to 3 bits plane without any indication of secret information for a third party.

The following are our main contributions:

•   Implementation of the unique random path in blocks and rotation of pixels.

•   Different math operations have been implemented for data embedding up to 3 bits plane LSB.

•   Strategy for optimization to reduce bit flipping.

•   An approach is implemented with impactful improvements in terms of maximum payload capacity and imperceptibility.

•   Detailed evaluation and comparison with other similar state-of-the-art methodologies.

The Breakdown structure of the paper is as follows: Section 2 represents different state-of-the-art reversible algorithms. Section 3 delves into the proposed methodology in detail with embedding and extracting watermark steps. The experimental results of the study and discussion are found in Section 4. Finally, Section 5 presents the conclusion and future work.

2  Preliminaries

Different studies have used image steganography methodologies to conceal confidential information, the images’ visual quality, and data embedding capacity. Gndu et al. [39–42] explained the reverse connection between MSE and PSNR. They depicted that higher values of PSNR represent the high-quality image (better), and the PVD method stores a greater number of bits for the message than the LSB method. They showed a better quality result of LSB images after embedding as compared to PVD. However, the PVD method can store a larger number of data bits without losing the image quality, while an LSB can store a large number of data bits but degrades the image quality. Mansor et al. [6] proposed the technique of 2D discrete wavelet transforms in two levels for embedding patients’ data in a cover medium. For cover images, they used colour images and grayscale images. They employed conventional procedures to encrypt the textual data before embedding it in the cover medium. To validate the cover medium imperceptibility, they applied different algorithms and statistical tests. They achieved better statistical scores for hidden textual material than similar existing techniques and proposed various state-of-the-art image stenographic methodologies. Among them, the LSB modification of [31] is one of the most common methods to modify the lower order bits of the pixel values that will be unnoticeable, even with multiple steganalysis methods [43,44]. Several LSB-based information hiding techniques provide high data encoding with an acceptable level of imperceptibility. Even so, it can be noticed that many other spatial domain steganalysis techniques lack this primary objective, as histograms can easily decipher the appearance of concealed data. In [45], the authors proposed the inter-block coefficient dependency method for embedding purposes. The difference in the coefficients is calculated employing adjacent discrete transform cosine (DCT) blocks with identical locations. However, this technique is particularly for JPEG medical images to conceal patient data. The methodology of reversible data hiding based on histogram shifting is used to embed data via histogram modification [46]. The original image histogram’s peak and zero/minimum points are employed, where the peak point has the maximum number of grayscale pixels and the zero/minimum point has the minimum pixel value. Each pixel with a peak point value is used to convey a bit of a hidden message. The histogram shifting approach has low computational requirements, minimal distortion in the original image and a high PSNR ratio between the original and watermarked images. However, this technique limits hiding capacity by the histogram’s peak points. Sahu et al. [47] described the image steganography approach, in which they employed distinct pixels from various sub-blocks to improve the Peak Signal to Noise Ratio (PSNR) and Embedding Capacity (EC) of the image. This method was divided into two sections, the first was OPVD (Overlapped Pixel Value Difference), and the second was OPVDMF (Overlapped Pixel Value Differencing with Module Function). It brings significant improvement in resist, security, and RS analysis test. In [48], the author proposed a high-quality and straightforward reversible watermarking approach focused on difference expansion and using redundancy of digital content to obtain reversibility. The pixel value difference between pairs of the host image is expended by two in this technique. The least significant bits embed hidden messages as the even number is calculated from the expanded difference. After the least significant bits, a watermark bit is embedded to obtain the watermarked image. The compressed location map and payload are concatenated with actual least significant bit values for identical image retrieval. High embedding capacity is achieved by this method; however, because a location map is required, not much of the capacity is used to embed data. Furthermore, this approach introduces unfavorable distortion. In [49], the authors implemented a Hamiltonian path to minimize distortion between LSB pixels and embedded data. LSB equivalent encoding method is changed specifically rather than blindly to improve image steganography. However, several visual objects in the stego-images can be identified in the suggested model. Their methodology is robust against the soft margin SVM based on the second-order SPAM. In [50], the authors suggested a new approach that divides the cover image into non-overlapping blocks. Hamilton’s path for each block first modifies the structure of the block’s pixels. Next, they evaluate the pixels whose LSB is not equivalent to the hidden data. The path that results in minimal distortion is selected, and both its binary code and the mismatched pixels are counted. The pixels that should be changed during data embedding and a binary key containing codes of the best Hamiltonian path in all blocks are calculated by repeating this procedure. Then, with reference to the compressed key, the latest value of the second LSB of the modifiable pixels is computed using writing on the wet paper method. Finally, the value computed for the second LSB±1 is applied to each changeable pixel [13]. Siddiqui et al. [2] proposed steganography techniques to hide the secreted data in the image, the N-rightmost bit is replaced, and its main objective is Peak Signal to Noise Ratio (PSNR), which improves the quality of the image. The EC (Embedding Capacity) benefit from transmitting a considerable quantity of data between the sender and the receiver, avoiding the FOBP (Fall Boundary Problem), which enhance the security in salt, resist pepper noise, and RS attack. Sahu et al. [51] describes another work in which two approaches were used for RDH (Reversible Data Hiding). In the first approach, to achieve reversibility, they extend the matching of LSB (Least Significant Bit) in dual images. In the second approach for the secret data embedding, they used the four identical cover images, and then the secret data of cover images were embedded in two phases. In the first phase, the N-RMB (NRightmost Bit replacement) techniques were used, and in the second phase, the MPVD (Modified Pixel Value Differencing) technique they used in [52], 1D adaptive Bernoulli map, ideal for encryption, is suggested for correlation coefficients. The revolutionary image encryption technique was implemented focused on the recent chaotic map. The permutation process was understood by creating a randomly Hamiltonian path implemented over different bit planes. Then, in the diffusion process (XOR procedures were conducted on pixels), the concept of the random Hamiltonian path was applied to substitute for grey levels.

3  Proposed Methodology

The desired methodology takes the cover image and patient record information as inputs and generates the watermarked image by implementing numerous operations at the pixel level. The patient record has all the details about the individual, the patient’s details, the disease under which the patient suffers, and the physician who diagnoses the disease. The fundamental concept of the scheme is to maximize the imperceptibility and robustness against different attacks of the cover image. A cover image of 512 × 512 is divided into non-overlapping disjoint square pixel blocks of the same size. The patient record information is embedded in the LSB planes of the pixel blocks by pursuing a sequence created by the random path. Fig. 1 provides an example of three random paths with minimum bit flipping described in a 4 × 4 block. Once the random path has been chosen, the embedding procedure is carried out by considering four ideal sequence directions and pixel rotation (0°; 90°; 180°; 270°), and the path with minimum bit flipping is selected for the patient record embedding. The random path selected for data embedding is implemented on all blocks. The workflow of the proposed algorithm is defined in Fig. 2.
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Figure 1: (a) An example of a 4 × 4 block (b) Random path in 4 × 4 block (c) LSB Sequence according to the random path (d) The distortion caused by matching every sequence to the data sample (1000011001011101)2 and the distinct pixels (e) The distortion caused by matching every sequence to the complement of the data sample and the distinct pixels
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Figure 2: Proposed reversible watermarking system block diagram

3.1 Random Path Generation

We describe an explanation of finding the ideal random path in 4 × 4 non-overlapping blocks. Every pixel in the block will be accessed once starting from the top-left pixel. In the case of the proposed 4 × 4 blocks, one can choose a random path from a set of 20 possible paths using the combinatorics approach in 1.

(m+n−2)!(n−1)!(m−1)!(1)

Assume the patient data is (1000011001011101)2. As seen in example Fig. 1, there are three different random paths in a 4 × 4 block. As shown in Fig. 1c from left to right, a matrix of the pixel’s LSB is generated by tracing each path. The pixels in which LSBs do not match the respective hidden data bit or sample data complement are depicted in Figs. 1d and 1e, respectively. The block distortion is counted by the amount of non-matching pixels, as shown in these figures. The path with the least distortion is identified as the ideal random path in this block.

3.2 Effective Embedding Capacity

Block size determines the effective embedding capacity; besides rotation bits data as explained in the embedding process, the number of bits required for embedding data is bl2-2 for the block size of l. where

4≤l≤min(m2,n2)(2)

The effective embedding capacity will be

bl2−2bl2(3)

b denotes the number of bitplanes used for embedding, and l represents the block size. Data embedding is done using the three least significant bit planes in the proposed methodology. As explained in the data embedding process, two bits b1b2 will be placed at the upper left side of the selected block least significant bit concerning each block rotation. In the case of 4 × 4 block size, the total number of pixels available in the block is 16, so the maximum number of embedding bits available is 16 × 3 = 48 as the last three bits are used for embedding, 46 Effective Embedding bits are available, and .958 is effective embedding.

3.3 Embedding Phase

3.3.1 Cover Image Block

The first phase in embedding the patient data is determining the number of bytes available for modification in the cover image. The embedding phase will begin If the number of cover image bytes available for embedding is higher than or equal to the number of patient records; otherwise, an error message will appear. The cover image Cimage of size 512 × 512 is divided into 4 × 4 non-overlapping blocks to minimize the complexity of the location map.

3.3.2 Cover Image Pixel Sequence

After splitting the cover image into blocks, the preceding steps are performed for each block. The pixel sequence is defined by a unique random path in the block. [log⁡l2] bits are required to display the final block sequence number leading to l2[log⁡l2] bits to define each element unique in a block of size lxl. These bits are part of the hidden key. The integrated data bits information for each block will be only accessible to the authorized receivers. b bitplanes can be used for embedding patient records in medical image pixels. This quantity b is based on the size of the concealed data, but to minimize the distortion of the medical image within an acceptable level, a maximum of four-bit planes are employed for the embedding procedure. The patient record information is transformed from text to bits, and The bit string is further equally grouped into the size of bl2-2 substrings data, Data strings D0; D1; D2; D3 of four bits long bl2 will be generated from each substring of data bl2-c bits. The data bit string will be modified as

D1,D2,…,Dl2,Dl2+1,…,D2l2,…,D(b−1)l2+1,…,Dbl2(4)

3.3.3 Cover Image Block Rotation

After embedding b1b2 at the ideal location, keeping in mind the security perspective, every four rotations will be evaluated employing numerous objective functions, and the optimum performance will be preferred. Two bits b1b2 (00; 01; 10; 11) denotes the pixel rotation in each block with four angels (00; 900; 1800; 2700), respectively. These bits would be positioned in the concealed data string such that they embed in the least significant bits of two upper left corners pixel in the block. These bits b1b2 determine the efficient and effective embedding capacity based on the block size. When the data set of bits for the patient record and pixel sequence of the block are determined, we add ±1 to each modifiable pixel to embed the patient record in the cover image. The value of a pixel’s LSB measured by the algorithm specifies the appropriate additive value for that pixel in the block.

[image: images]

3.4 Extraction Phase

The data extraction process is much simpler than the data embedding process. As explained earlier, the maximum block size of an image 512 × 512 can have 256. As a result, the initial eight bits of the string indicate the pixel block size in the key. Therefore the very first eight bits are dissociated from the key. The preceding three bits indicate the count of bit planes selected during the embedding process and are thus dissociated from the key. The rest of the key bits determine the random path specified for the data embedding. We stated that the rotation bits (b1b2) are located in the top-left pixels of LSB in the block at the embedding phase. The block is rotated back in the extraction process by an angle defined by rotation bits. Pixels are then positioned in the exact order as the key dictates, and data from the LSB bit planes of every block can be recovered.
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4  Results and Discussion

This section discusses the proposed methodology performance analysis, comparing the detailed studies with numerous traditional algorithms to verify the efficiency of this proposed model. “MATLAB 2020a” is used in this research for the implementation of experiments. PC with Windows 10, 3.5-GHz CPU, and 4 GB of RAM.

4.1 Data Set

We tested different sample images from a data archive1 to evaluate our methodology. Fig. 3 represents patients’ images for cancer from n1–n10 that are negative cases, whereas images from y1–y2 are positive cases. The sample images are medical images of an 8-bit depth grayscale. The patient record sizes are 8 KB, 16 KB, and 32 KB.

[image: images]

Figure 3: The collection of MRI grayscale BMP cover images for experiments. Cancer images with the normal condition are represented from n1–n10, and cancer images with the abnormal condition are represented from y1–y2

4.2 Performance Metrics

Peak signal-to-noise ratio (PSNR), mean square error (MSE), and structural similarity index metrics (SSIM) are used to assess perceptual invisibility. PSNR analyzes the cover image with the watermarked image in terms of the maximum possible value (power). An image with a PSNR of infinity is identical, whereas any PSNR higher than 35 dB is acceptable, and higher is preferred.

PSNR=20log10(MaxMSE)(5)

MAX denotes the maximum pixel value of the image. The mean square error (MSE) is defined as follows:

MSE=1mn∑0m−1∑0n−1(O(i,j)−W(i,j))2(6)

where m, n denotes the size of the pixels, and O and W denote the original and cover images, respectively. The Structural Similarity Index is defined as follows:

SSIM(o,w)=[l(o,w)]α⋅[c(o,w)]β⋅[s(o,w)]γ(7)

The metric SSIM (Structural Similarity Index) extracts three main attributes from an image: Luminance, Contrast, and Structure. For the two images O and W, these are computed as follows:

l(o,w)=(2μoμw+c1μo2+μw2+c1)(8)

c(o,w)=(2σoσw+c2σo2+σw2+c2)(9)

s(o,w)=(σow+c3σoσw+c3)(10)

4.3 Results and Analysis

We analyzed our methodology at the cover image’s maximum payload capacity to ensure that it is efficient. The numerical results of PSNR, SSIM, and MSE reveal that the watermark images are imperceptible and that human eyes are unable to discriminate between visual variations in the watermark images. The suggested methodology attains the average PSNR value of 44.22 dB on 512 × 512 dimensions with data embedding up to 32 KB and employing all three LSBs. Table 1 displays the cover image quality measures for 8 KB, 16 KB, and 32 KB. Fig. 4 displays a graphical representation of the proposed algorithm. The desired scheme performance is carefully analyzed by subjecting it to numerous attacks. Normalized correlation (NC) is used to assess the robustness of the implemented watermarking methodology under filtering, geometric, enhancement, compression, and noise attacks. This NC value should be greater than 0.9 to ensure that the method will resist attacks. Table 2 represents the proposed algorithm strength for various attacks—the SSIM values for geometric attacks and 0.19 for cropping attacks for y3 and y4 images. PSNR value for histogram equalization of no8 image is highest 49.30 dB, and y3 image has the lowest PSNR of 8.7 dB. The minimum NC value calculated from all attacks is 0.97. The watermarked image was exposed to various filtering attacks. The cover images were exposed to Gaussian(3 × 3), median (3 × 3), and wiener filter (3 × 3). The average NC value of filter attack is 0.99, y3 image has the highest PSNR value of 47.58 for Gaussian attack, whereas wiener attack has the lowest value of PSNR 21.16 for y3 cover image.
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Figure 4: Graphical representation of PSNR, SSIM, and MSE at 32 KB patient record after implementing the proposed algorithm
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4.4 Evaluation and Discussion

The proposed method was compared with the state-of-the-art technique [2] to determine its performance on UCID dataset2 as seen in Fig. 5, the collection of medical images were randomly chosen. Table 3 represents the calculated PSNR, SSIM values of selected images. The average PSNR and SSIM values of [2] are 43.23 and 0.92, respectively, whereas our methodology significantly improves PSNR of 45.00 and SSIM of 0.99. Table 4 represents the performance evaluation of the proposed methods with a standard dataset of images Barbara, Baboon, Cameraman, Lena, Peppers. The results of six different methodologies Bailey et al. [53], Jassim [54], Karim et al. [11], Muhammad et al. [55], Rehman et al. [56], and Siddiqui et al. [2], are displayed in Table 2. Since PSNR is always greater than 30 dB, human eyes cannot perceive distortion. The PSNR value of our proposed method as compared to [53–56] and Siddiqui et al. [2] shows better results on 857 bits.

[image: images]

Figure 5: A set of 512 × 512 medical images randomly selected for comparison purposes
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We improved the effectiveness of the suggested approach with Rehman et al. [56] by increasing patient data to the maximum size of 235,929 bits since embedding a greater data size with a higher SNR indicates the performance of the watermarking strategy. The suggested scheme achieves the minimum PSNR value of 45.22 dB by hiding 235,929 and employing all three LSBs. Fig. 6 represents a graphical comparison of the proposed algorithm with the state of art methodologies.

[image: images]

Figure 6: Graphical representation of proposed algorithm with state of art methodologies

4.5 Summary of Results

Based on the above experimental analyses, we can draw the conclusion:

•   It is found that the suggested methodology performs better than other schemes. Compared to standard LSB and the other state-of-the-art watermarking systems based on reversible watermarking, the proposed method offers a higher PSNR.

•   Even if the embedding capacity is increased, the suggested methodology produces high-quality watermarked images.

•   It is noted that the visual quality of the watermarked image is undetectable. The human eye cannot differentiate between the cover image and watermarked image.

5  Conclusions

In this research paper, a novel reversible watermarking algorithm is proposed. The proposed algorithm is also evaluated under different attacks and shows better results, and it can be applied to medical images and standard images (Barbara, Baboon, Cameraman, Lena, Peppers) for reversible watermarking with better performance for medical images. The proposed algorithm generates an ideal random path among all paths for pixel blocks with minimum bit flipping to improve image imperceptibility. The embedding and extraction process is done by a key that contains information about the selected random path and pixel rotation in the blocks. The degradation of the image is proven by visual quality and structural similarity parameters PSNR, SSIM, and MSE. The calculated values of parameters always come in the acceptable range. In future research, we aim to develop a new framework of the reversible watermarking algorithm for color images.
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Algorithm 2: Data Embedding Process

Input: Watermarked image, key
Output: Patient record information

1: Get key information

2: Find the random path of each block
3: Block rotation based on rotation bits
4: Pixel order indicated by the key

5: Extract data
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Table 1: Results of having 8 KB, 16 KB, and 32 KB embedding data size watermarked images of
512 x 512 dimensions

8 KB 16 KB 32KB
Image PSNR  SSIM MSE PSNR  SSIM MSE PSNR SSIM MSE

nol 45.36 0.999 0.75 42.36 0.999 0.75 38.36 0.99 4.75
no2 49.61 0.993 0.84 46.61 0.993 0.84 41.65 0.99 4.84
no3 52.54 0.993 0.84 50.54 0.993 0.84 43.54 0.97 2.87
no4 52.37 0.999 0.37 52.37 0.999 0.37 48.1 0.98 0.4
nos 54.37 0.999 0.37 54.37 0.999 0.37 52.1 0.98 0.3
no6 45.36 0.99 0.75 45.36 0.99 0.75 41.36 0.99 4.7
no7 52.37 0.999 0.37 51.37 0.999 0.37 50.1 0.97 0.6
nog 46.74 0.995 0.37 46.74 0.995 0.37 46.74 0.96 1.37
no9 50.5 0.999 0.57 50.5 0.999 0.57 46.74 0.99 1.37
nol0 45.79 0.999 0.3 41.79 0.999 0.8 41.79 0.99 4.3
yl 50.5 0.999 0.57 48.5 0.999 0.57 48.5 0.98 0.57
y2 50.5 0.999 0.57 51.5 0.999 0.57 44.5 0.98 0.57
y3 50.5 0.999 0.57 47.5 0.999 0.57 43.5 0.98 0.56
y4 50.5 0.999 0.57 50.5 0.999 0.57 48.5 0.97 0.8
yS 50.54 0.999 0.57 48.54 0.99 0.57 41.61 0.97 4.84
y6 43.87 0.99 0.66 43.87 0.99 2.66 39.54 0.99 2.87
y7 50.5 0.99 0.57 47.5 0.99 0.57 45.1 0.99 0.4
y8 50.5 0.999 0.57 45.5 0.97 0.57 43.1 0.99 0.4
y9 50.5 0.999 0.57 48.5 0.91 0.57 41.36 0.99 4.7
y10 44.18 0.994 0.48 41.18 0.98 2.48 38.1 0.98 0.4

Average 49.355 0.9966  0.5615 47.755  0.98955 0.7865  44.2145  0.98 2.08
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Table 3: PSNR and SSIM performance analysis with the state-of-the-art technique on a collection of
randomly selected medical images

S. No. Siddiqui et al. [2] Proposed method
PSNR SSIM PSNR SSIM
Imagel 46.61 0.99 48.70 0.99
Image?2 45.54 0.99 43.54 0.98
Image3 44.76 0.99 41.03 0.99
Image4 44.70 0.99 49.28 0.99
Image5 43.61 0.98 43.94 0.99
Image6 41.33 0.84 40.13 0.99
Image7 41.08 0.82 43.61 0.99
Image8 43.35 0.99 45.50 0.99
Image9 41.02 0.80 48.85 0.99
Imagel0 40.29 0.76 4543 0.99

Average 43.23 0.92 45.00 0.99
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Table 4: PSNR result of the standard set images with 512x512 dimensions at 104,847 embedding bits

Watermark Bailey et al. Jassim [54] Karim et al. Muhammad Rehman Siddiqui Proposed

image [53] [11] et al. [55] et al. [560] etal.[2]
Barbara 46.11 43.6 40.99 47.34 50.45 48.42 47.54
Baboon 44.67 44.75 44.66 49.1 52 50.08 49.34
Cameraman 44.59 45.21 41.56 48.02 50.98 47.88 50.58
Lena 44.12 44.93 42.95 50.01 51.05 49.83 48.3
Peppers 35.04 34.02 31.23 39.38 49.44 50.15 50.67

Average 42.9 42.5 40.28 46.77 50.78 49.27 49.29
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Table 2: Robustness and imperceptibility analysis of watermark under different attacks

Attacks
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no8

v4

no4

PSNR SSIM NC

PSNR SSIMNC

PSNR SSIMNC

PSNR SSIMNC

Salt & pepper
noise(0.001)

Salt & pepper
noise(0.0002)
Gaussian
noise(0.0002)
Gaussian
noise(0.010, 0.0002)
Speckle
noise(0.0001)
Histogram
equalization
Sharpening
Gaussian filter(3 x
3)

Median filter(3 x 3)
Wiener filter(3 x 3)
JPEG
Compression(80)
JPEG
Compression(90)
Rotation(2°)
Gamma
correction(0.8)
Scaling(2, 0.5)
Cropping
Shearing(0.2, 0.2)
Motion blur
Translation [20,20]
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Algorithm 1: Data Embedding Process

Input: Cover image, patient record, key

Output: Watermarked image

1: Create a 4 x 4 block size of the cover image

2: Create chunks of patient record bl*-c, where b represent LSB bit planes, c=2
3: Create data string Dy; D,; D,; D;

4: Locate ideal path in block

5: Find pixel rotation in block (0°; 90°; 180°; 270°)

6: Calculate each pixel’s additive value (+1 or —1)

7: Embed data
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