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Abstract: Employee categorisation differentiates valuable employees as eighty per cent of profit comes from twenty per cent of employees. Also, retention of all employees is quite challenging and incur a cost. Previous studies have focused on employee churn analysis using various machine learning algorithms but have missed the categorisation of an employee based on accomplishments. This paper provides an approach of categorising employees to quantify the importance of the employees using multi-criteria decision making (MCDM) techniques, i.e., criteria importance through inter-criteria correlation (CRITIC) to assign relative weights to employee accomplishments and fuzzy Measurement Alternatives and Ranking according to the Compromise Solution (MARCOS) method to divide employees into three categories. Followed by executing churn analysis of each category of employees and original dataset using machine learning algorithms to investigate the importance of employee categorisation. CatBoost, Support Vector Machine, Decision Tree, Random Forest and XGradient Boost algorithms have been used to analyse the categorised and non-categorised dataset on the accuracy, precision, recall and Mathew's Correlation Coefficient (MCC) to derive the best suitable algorithm for the used dataset. CatBoost algorithm showed the best results regarding performance measurements for categorised employees are better than all employee datasets.
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1  Introduction

Employee churn (EC) drains an organisation of time, money, and productivity [1]. In addition, turnover has indirect costs of low employee morale, unhappy customers, lost networks, and lost skillset, resulting in high costs for hiring new employees, which requires more time and capital. With the advent of new technologies, there has been an increasing trend in analysing data in quest of scientific evidence [2]. Churn analysis is vital to confirm constant growth and business advancement, ensuring a higher return rate. However, past literature has revealed a negative relationship between organisational performance and employee churn [3]. As per the Chartered Institute of Personnel and Development HR Outlook in 2016–17, it was concluded that less than 50 per cent of human resource leaders use analytics at basic to medium level, and 12.8 per cent only have used at an advanced level. Based on this context, machine learning is essential for designing an employee churn and retention approach (ECR). Over the past few years, there has been a boom in the successful application of machine learning (ML) algorithms in several domains, namely, suggestive systems [4], prediction of personal life events [5], stock price prediction. Insufficient resources for employee churn prediction manually and availability of reliable data [6] drives the implementation of ML algorithms for the employee churn issue.

Employee importance is evaluated based on various criteria; however, it is challenging to categorise employees accordingly. Multi-criteria decision making has proved potential in dealing with such a problem. Criteria Importance Through Intercriteria Correlation (CRITIC) method, calculate criteria weights using correlation coefficient and standard deviation to quantify each attribute's value. Measuring Alternatives and Ranking according to the COmpromise Solution (MARCOS) method use derived weights for categorising employees. MARCOS defines the relationship between reference values and alternatives. The association between alternatives and ideal/anti-ideal points are well-defined by determining the utility degree of the alternatives. As compared to other MCDM techniques, MARCOS is an effective and easy method for augmenting the process. It involves an algorithm to analyse the relationship between alternatives and reference points. The Fig. 1 below depicts the diagrammatic representation of research gap identified in the study.
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Figure 1: Diagrammatic representation of research gap

Previous literature focuses on predicting EC using machine learning, but they miss the employee categorisation based on their importance and accomplishments as all employees are not critical to the company. Criticality may depend on the number of projects taken to date, job involvement, job satisfaction, time spent in the company and many others. Furthermore, factors triggering EC may also depend on the category of employee. Henceforth, designing a similar retention policy for all employees may prove ineffective. This study focuses on EC analysis using machine learning after categorising employees using MCDM techniques to fill this gap.

Previous research has not emphasised the prediction of employee churn based on employee categorisation using MCDM and ML algorithms together. Also, academicians have not placed a strong emphasis on employee categorisation and employee churn analysis via machine learning. This paper provides a novel approach to categorising employees using the CRITIC and MARCOS method and churn analysis of each employee category. Based on churn analysis of categorised employees, we design an approach highlighting the causes of attrition and strategising retention policy. Through categorisation, employees of critical importance, moderate and least productive employees are identified; enabling organisations to save cost and time. Factors prompting employee churn can be different for different categories; henceforth, retention strategies must be framed accordingly.

The paper is organised in the following sequence. Section 2 reviews the existing literature on employee churn in the context of machine learning. Section 3 describes CRITIC's research methods for weight estimation, MARCOS for employee categorisation and employee churn prediction using ML algorithms. Findings are summarised in Section 4, followed by a conclusion in Section 5.

2  Literature Review

Churn analysis has been commonly executed in various fields like marketing for predicting customer churn, assessing portfolio investors for financial risk tolerance [7], recommender system prediction about user's needs and preferences [8], but its applicability in human resource is still limited compared to date research in marketing and finance. On the other hand, employee churn is an important topic of human resource management, and a lot of research work is done between 1920 to 2020 [9].

With the increase in the execution of analytics, it has penetrated human resources over the past decade but has not achived the momentum it should have. Several implementations in data mining techniques include severance pay acceptance prediction, employee churn analysis [23], employee performance prediction [24], employee absenteeism prediction [25,26]. The current market scenario demands the HR function to move beyond mere reporting to an accurate forecast. Human Resource Predictive Analysis has rapidly changed the technology growth and can attain 100 per cent accuracy in decision-making for human resources [27]. However, Deloitte Press report 2015 states that today's HR cannot match the pace of business change. Today, there is a wide difference between what business leaders’ prospects and the incapabilities of HR to deliver.

The voluntary cost can range to five times the employee's annual salary depending on the job importance and difficulty to replace an employee [28]. Though employee churn is identical to customer churn, the cost involved in EC is higher in some companies and requires more focus from the researchers in this field. High employee churn has detrimental consequences in the organisation, like impact on ongoing projects, dissatisfaction among customers, and inefficiency. It is hard to change employees with niche skillsets. Machine learning techniques can be applied to predict employee churn. Analytics examines data or content using various tools and techniques to get deeper insight, making predictions or suggestions [29]. EC can be approached in a similar way as customer churn prediction [30]. Machine learning algorithm uses employee data i.e., Human Resource Information System (HRIS) comprising employee attributes, performance levels, and satisfaction levels that provide insight into leaving the organisation. Data mining uses CRISP-DM in research studies as it gives a thorough understanding of the steps involved in data analysis. It includes business understanding, data understanding, data preparation, modelling, evaluation, and deployment. Data mining focuses on discovering models and patterns from extensive databases to generate results, but this result is not the end of the road as the application is not straightforward [31]. Neural network, visualisation technique, random tree, decision tree and linear regression are classifiers of supervised machine learning algorithms [32]. Several research works have been published related to employee churn due to dynamic market change [33]. A report published by IBM in 2016 states that usage of predictive analytics has increased by forty per cent over the last two years. Also, existing literature provides schemes of correlation between employee churn and job satisfaction based on theoretical assumptions. However, predictive analytics tend to extract the information from the available dataset. There has been rising interest in machine learning usage to predict employee churn in telecom, tourism, and health care. The neural network was used to predict EC; however, more improvement was required for accuracy and retention policy [34]. Several studies have focused on EC, as mentioned in Tab. 1; however, very few emphases on a retention policy for valuable employees can prove futile for the organisation as hiring cost is much higher than retention. From the below-mentioned Tab. 2, it is evident that the previous work focused on the prediction of EC without considering the categorisation of employees.
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Previous literature includes analysis of employee churn using various machine learning algorithms, but categorisation of employees based on importance and productivity is unavailable. Considering employee categorisation is an essential factor because all employees do not hold equal importance in the organisation. The impact of distraught employees leaving the organisation will have a lesser effect than enthusiastic or Behavioural categorised employees. Considering all these issues, we have designed this paper for addressing EC, emphasising employee categorisation.

3  Methods

This section describes the methodology for categorisation of employees and prediction of employees using machine learning algorithms. The process is divided into three phases. Relative weights are derived using CRITIC in the first phase followed by categorisation of employees using MARCOS in the second phase. Lastly, support vector machine, random forest, CatBoost, XGradient Boost and decision tree supervised machine learning algorithms are applied on categorised employees and all employee datasets. Results of all ML algorithms are compared on parameters like accuracy, recall, precision, and Matthew's correlation coefficient. The proposed model is shown in below Fig. 2.
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Figure 2: Proposed model by Authors

As shown in Fig. 2, employees are categorised into three categories. We mean the most productive and highly important to the organisation by ardent employees, while behavioural and distraught employees mean less and least-productive employees.

To exemplify the idea, the steps involved in analysis are explained on dataset available on the Kaggle website (URL: https://www.kaggle.com/analystanand/employee-attrition); the dataset of 4507 employees and eight attributes shown in Tab. 3.
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Dataset contains float (e.g., 7.2), integer (e.g., 23), categorical and flag (e.g., 1 or 0) type variables. Employees from various departments are analysed like sales, accounting, human resource, technical, support, IT, management, marketing, research & development and product management. At the same time, salary is categorised into low, medium and high categories. The description of each variable is shown in Tab. 3.

3.1 Criteria Importance Through Inter-Criteria Correlation (CRITIC)

Subjective weight methods such as the Delphi technique, analytical hierarchy process, SMART weighing is commonly used to determine weights. However, they may perhaps lead to deviation of index's weights due to subjective matters. The objective weight method is built on intrinsic information of indexes to derive weights to evade decision makers’ interference and make outcomes according to actualities. To avoid the limitation of the subjective weight method, we have used the CRITIC method, proposed in 1995 by Diakoulaki [43]. It is an objective weighting criteria method to determine weights of attributes using correlation coefficient and standard deviation to quantify each attribute's value. It is associated with the category of correlation method and is created on systematic assessment of decision-matrix to examine the information in the criteria basis weights are estimated.

3.1.1 Criteria weights using CRITIC. Following are the steps summarising the basics of CRITIC method:

Step 1: Normalisation of decision matrix: The number of accomplishments may have different values, which can cause inconsistent comparisons. Hence, decision matrix is normalised for standardising the data is calculated using Eq. (1)


x∗mn=xmn− min(xmn)max(xmn) − min(xmn)
(1)


x∗mn
is the normalised value of mth alternative on the nth criterion. Normalised decision matrix is shown in Tab. 4.
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Step 2: Computation of criteria weights using standard deviation and correlation: Secondly, Criteria weights are calculated using below formulas (2) and (3),


wn=CnΣn−1nCn
(2)


Cn=σj∑n=1n⁡pmn(1−rmn)
(3)

Cn is the extent of information confined in the nth criterion, σn means standard deviation of the nth criterion; rmn­ is the correlation-coefficient between mth and nth criteria. Thus, high criterion weight means a criterion with low correlation and high standard deviation with the other criteria. Henceforth, the Cn's higher value suggests more information attained from the criterion [44]. The sum of all values of criteria weights is 1. The Fig. 3 shows the Graphical representation of derived criteria weights.

[image: images]

Figure 3: Graphical representation of derived criteria weights

3.2 Measuring Alternatives and Ranking According to COmpromise Solution (MARCOS)

MARCOS defines the connection between alternatives and reference values, i.e., ideal and anti-ideal solutions. It measures the alternatives and their ranking concerning compromise solutions. Utility functions are determined based on defined relationship and compromise ranks derived concerning ideal and anti-ideal solutions. Utility functions signify the place of accomplishment concerning ideal and anti-ideal solutions. The best alternate is closest to the ideal solution and furthermost from the anti-ideal reference point.

MARCOS is characterised by its flexibility and does not become complex with an increase in more criteria. The analytic hierarchy process is a commonly used tool; however, it fails to provide rational ranking in many cases and becomes multifaceted with an increase in criteria. The TOPSIS method introduces a ranking index including the distance from the ideal and negative-ideal point. Results of MARCOS are more feasible due to the integration of ratio approach and reference point approach.

This method involves the below-mentioned steps:
Step 1: Development of initial-decision matrix: Like other MCDM techniques, the first step involves defining a set of n criteria and m alternatives.

Step 2: Development of extended initial decision matrix: Next, we define ideal (AI) and anti-ideal (AAI) in extension to initial decision making.

X=AAIA1A2…AmAIC1C2…Cn[xaa1x11xaa2x12……xaanx1nx21x22…x2n…………xm1xai1x22xai2……xmnxain]

The basis on the criteria, AAI and AI, is calculated using (4) and (5):


AAI=minj⁡xijifj∈Bandmaxj⁡xijifj∈C
(4)


AI=maxj⁡xijifj∈Bandminj⁡xijifj∈C
(5)

where B and C signify benefit and non-benefit groups of criteria, respectively.

Step 3: Normalising the extended initial decision matrix: Initial decision matrix(X) is normalised to standardise the matrix and is done using the below expressions (6) and (7): The Tab. 5 below represented the Normalised decision matrix


pmn=xaixijifj∈C
(6)


pmn=xijxaiifj∈B
(7)
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Step 4: Deriving the weighted matrix (V): We multiply the normalised decision matrix with weights of accomplishments derived using the CRITIC method to derive the weighted normalised decision. Below is the expression (8) used to derive the weighted matrix. Results are shown in Tab. 6.


vmn=pmn×wn
(8)
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Step 5: Deriving utility degree of alternatives (Ki): This step involves deriving the utility degree of ideal and anti-ideal solutions using the below-mentioned expressions (9) and (10):


Ki−=SiSaai
(9)


Ki+=SiSai
(10)

where Si denotes the sum of the elements of the weighted matrix V.
Si=∑i=1n⁡vmn
(11)

In the first step, all values are summarised to get Si values for alternatives, and then K+ and K− are derived, as shown in Tab. 7.
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Step 6: Determining the utility function of alternatives f(Ki): This step involves calculating utility function using expression (12).


f(Ki)=Ki++Ki−1+1−f(Ki+)f(Ki+)+1−f(Ki−)f(Ki−)
(12)

Where 
f(Ki−)
signifies the utility function of the anti-ideal solution while 
f(Ki+)
signifies the utility function of the ideal solution 
f(Ki−)f(Ki+)
i.e., utility functions for ideal and anti-ideal solutions are determined using (13) and (14). Results are shown in Tab. 8.

f(Ki−)=Ki+Ki++Ki−
(13)


f(Ki+)=Ki−Ki++Ki−
(14)

Step 7: Ranking of alternatives: Basis on final utility functions, we rank the alternatives.
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Based on the ranking of employees derived using accomplishments, categorising employees into Ardent, Behavioural, and distraught categories are shown in Tab. 9.
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With the positive accomplishment, we mean larger the accomplishment value, better suitability for organisation and vice versa for negative accomplishment. So, for example, higher job satisfaction, higher the number of projects an employee has worked on; will be more valuable for the organisation.

3.3 Prediction of Employee Churn

To evaluate the proposed approach, we have used the trial IBM SPSS Predictive Modeler version 18.2.1. Human resource data has a combination of categorical and continuous data making supervised machine learning feasible to be implemented. We divided the data into an 80:20 ratio wherein 80 percent of trained data is used to test 20 percent data. The performance of classification models is measured using a confusion matrix. It compares the actual values with the predicted values derived by the machine learning model. This matrix gives a holistic view of the model performance and errors it is making. There exist four scenarios that can be explained with this model, they are:

True Positive (TP): The actual value is ‘Yes’ and the anticipated value is also ‘Yes’.

True Negative (TN): The actual value is ‘No’, and the anticipated value is also ‘No’

False Negative (FN): The actual value is ‘Yes’, the anticipated value says ‘No’.

False Positive (FP): The actual value is ‘No’, the anticipated value says ‘Yes’.

Below mentioned calculations can be performed using a confusion matrix; they are:

Accuracy (ACC): It defines how often the model correctly predicts the output. It is the ratio of a number of correct anticipated values to the total quantity of anticipations by the model.


Accuracy=TP+TNTP+FP+FN+TN
(15)

Precision (PC): It identifies how many correctly predicted values turned out to be positive and calculated,


Precision=TPTP+FP
(16)

Recall (RC): It calculates the number of actual positive values are predicted corrected by the model and calculated as,


Recall=TPTP+FN
(17)

Matthew's Correlation Coefficient (MCC): Accuracy cannot be considered a reliable measure when the dataset is imbalanced as it provides an over-optimistic approximation of the model [45]. To overcome this limitation, MCC is used. It is a standard performance measurement for ML with extension to the multiclass case. MCC is more reliable for prediction results and produces high outcomes in all confusion matrix classes, i.e., true positives, true negative, false negatives and false positives.


MCC=TP.TN−FP.FN(TP+FP).(TP+FN).(TN+FP).(TN+FN)
(18)

The MCC range interval is between −1 to + 1, where −1 signifies perfect misclassification, and + 1 signifies seamless classification, and 0 is the expected value for the coin-tossing classification. The results of all employees and categorised employees concerning the ACC, RC, PC and Matthew's Correlation Coefficient (MCC) are summarised in the below-given Tab. 10.
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Based on the comparative results of five tested ML algorithms, the CatBoost algorithm has shown the best effect concerning Matthew's Correlation Coefficient. Also, accuracy cannot be considered as the only parameter to check the reliability of a model. MCC is a binary classification rate that derives a high score; if the binary predictor predicts the majority of correct positive and negative data illustrations. Therefore, MCC produces more informative and reliable results than accuracy [46].

Fig. 4 shows that the MCC value for all employees is less than category-wise prediction using supervised machine learning, demonstrating the effectiveness of the study. Furthermore, the proposed approach performs better than using the original dataset without categorising employees using a supervised ML algorithm.
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Figure 4: Graphical representation of MCC using the proposed approach

4  Discussion

Not all employees are valued based on their involvement and contribution to the organisation. Hence it is not recommended for organisations to hold retention policy the same as compared to valuable employees. Employee categorisation differentiates and identifies the valuable ones. As per the Pareto principle, 80 per cent of profits are produced by 20 per cent of employees. Differentiating churn thus is a vital research need. Also, retaining all employees may not be equally important for the organisation. Henceforth, class-wise categorisation of employees is essential. One way of categorising employees is based on accomplishments for different types of organisations. For example, a restaurant may have service rating and customer feedback as accomplishments; employees can be evaluated.

To fulfil this purpose, we propose an approach (Fig. 2) that purposes at categorising the employees as per their productivity concerning accomplishments. In this study, we use various employee accomplishments, like satisfaction level, last evaluation, the number of projects worked till date, last evaluation and time spent on decision-making. After deriving weights of different accomplishments using CRITIC. Next, MARCOS categorises the employees into different categories, i.e., Ardent, Behavioural, and Distraught. With the ardent category, we refer to those who are more engaged and productive in the organisation. Likewise, the behavioural and distraught employees are lesser and least engaged and productive, respectively. For experimentation, the original and categorised dataset is divided into training and testing datasets in 80:20 ratio. Using performance measurements, we used various ML algorithms to train and test datasets to evaluate the model's performance. The analysis of employees without categorisation and categorised employees separately for assessing the reasons for quitting the job is shown in Fig. 5.
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Figure 5: Graphical representation of category-wise reasons of employee attrition

The primary reason for quitting the ardent employee category is satisfaction level; however, for behavioral and distraught employee class, projects worked on feature has the highest correlation with the target attribute ‘attrition’. However, the difference between the top three features for distraught category employees is 2 percent. As for all employees, the satisfaction level is feature resulting in employee churn followed by projects worked on. Fig. 4 clearly states that satisfaction level cannot be considered as feature responsible for employee churn. For each class, the major contributing factor for employee churn is different; employee categorisation can help organisations frame more cost-effective and efficient retention policies to reduce employee churn rate. EC prediction is more accurate by categorising the employees as compared to churn analysis without categorisation as shown in Tab. 10.

5  Conclusion

This paper proposed an MCDM and machine learning based approach for the EC issue denoted as Employee Churn and Prediction approach. Data mining has made enabled businesses to take critical and complex decisions easily [47]. Based on experimental results, it is clear that our proposed model has provided better results; ACC, RC, PC and MCC value is higher for the categorised dataset than the prediction of all employee datasets. The primary reason for churn for ardent, behavioural and distraught category employees has been found as satisfaction level, and a number of projects worked on respectively. Since the factors are different for different category employees, a retention policy can prove more effective for the organisation. Less work is done in the EC field using human resource analytics than customer churn and requires focus from academicians.

Also, high-end execution of human resource analytics has not been achieved by organisations either. The current market scenario demands HR function to move beyond mere reporting to accurate prediction. Despite its enormous potential, HR Analytics is still poorly integrated and practised by business owners and academicians outside of HR innovators, or in high-risk associate areas such as defence and financial services, where such activities are frequently shrouded in commercial secrecy. To increase productivity and growth, it is now critical to focus not only on descriptive analysis but also on prescriptive modelling. HR analytics is a hot issue right now, and it's generating a lot of buzz, but it has the potential to transform HR in the future. Studies show that the HR field is in the midst of sea change. It is the right time for HR leaders to start anticipating business results by improving the performance system, which includes lowering employee churn and increasing employee engagement.

6  Limitations

Unlike any other research, this paper also has certain limitations. The proposed approach was validated using the secondary dataset available on the Kaggle website. Therefore, the CatBoost algorithm cannot be generalised as the best algorithm to show better results; however, it depends on the dataset and its attributes.

7  Future Work

Our proposed model can be used in organisations with high employee churn such as retail, software, telecommunications; a slight improvement in accuracy of the model can contribute noteworthy monetary advantages. Also, the prediction model can be used on real-time data to generate solutions for effective performance.
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Table 1: Literature review of attributes influencing employee churn

Attributes Authors

Job Satisfaction Lee et al. [10]; Samnju et al. [11]; Nabi et al. [12]; Frederiksen et al. [13]
Employee Performance Ekhsan et al. [14]; Srivastava et al. [15]

Number of Projects assigned Bhuva et al. [16]; Yadav et al. [17]

Working hours Srivastava et al. [18]; Jarupathirun et al. [19]

Job Tenure Fitria et al. [20]; Ju et al. [21]; Fang et al. [22]
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Table 3: Dataset criteria, type and explanation

Attribute Type Explanation

Satisfaction level Float Employee satisfaction level.

Last evaluation rating Float Performance of employee measured by the employer.
Projects worked on Integer The number of projects employee has worked till date.
Average monthly hours Integer Average monthly working hours of an employee

Time spend in the company Integer Number of years spent by an employee in the organisation
Department Categorical Department of employee

Salary Categorical Salary categorised into low, medium and high.

Attrition Flag If an employee left the organisation or not.
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Table 8: Results of MARCOS method

Employee ID K’ K" K fK* K Rank
El 1.492 0.316 0.527 1.316 1.091 4164
E2 2.542 0.538 0.75 1.538 3.13 1089
E3 2.541 0.538 0.749 1.538 3.127 1093
E4 2.614 0.553 0.765 1.553 3.329 679

ES 2.543 0.538 0.75 1.538 3.132 1081
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Table 6: Weighted normalised decision matrix

Employee Satisfaction Last evaluation Projects Average monthly Time spent
ID Level (Al) rating (A2) worked (A3)  hours (A4) (AS)
Anti-ideal 0.034 0.041 0.046 0.034 0.057
El 0.047 0.047 0.061 0.047 0.113
E2 0.076 0.076 0.123 0.075 0.189
E3 0.083 0.074 0.123 0.069 0.189
E4 0.094 0.073 0.123 0.074 0.189
Ideal 0.378 0.114 0.123 0.103 0.283
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Table 4: Normalised decision matrix

Employee Satisfaction Last evaluation Projects Average monthly Time spent
ID Level (Al) rating (A2) worked (A3)  hours (A4) (AS)

El 0.00026 0.00027 0.00028 0.00025 0.00032
E2 0.00016 0.00017 0.00014 0.00015 0.00019
E3 0.00015 0.00017 0.00014 0.00017 0.00019
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Table 9: Employee categorisation based on CRITIC and MARCOS

Employee category

Employee Rank

Ardent
Behavioural
Ardent

E1-E1499
E1500-E2999
E3000-E4507
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Table 7: Utility degrees ot alternatives

Employee ID Al A2 A3 A4 A5 S; K K*
Anti-ideal 0.034 0.041 0.046 0.034 0.057 0.212

El 0.047 0.047 0.061 0.047 0.113 0.316 1.492 0.316
E2 0.076 0.076 0.123 0.075 0.189 0.538 2.542 0.538
E3 0.083 0.074 0.123 0.069 0.189 0.538 2.541 0.538
E4 0.094 0.073 0.123 0.074 0.189 0.553 2.614 0.553
Ideal 0.378 0.114 0.123 0.103 0.283 1






OEBPS/Images/table-2.png
Table 2: Summary on employee categorisation and ML algorithms addressing employee churn

Author Employee ML algorithm(s) used
categorisation

Sexton et al. [35] No C4.5 decision tree, Random Forest, Multilayer Perceptron
(MLP) and Radial Basic Function Network

Jantan et al. [36] No Support Vector Machine

Khera et al. [37] No Naive Bayes, Support Vector Machines, Logistic Regression,
Decision Trees and Random Forests

Saradhi et al. [38] No Improved Random Forest

Gao et al. [39] No Support Vector Machine

Ekawati et al. [40] No Artificial Neural Network, Support Vector Machine

Dolatabadi et al. No Decision Tree, Linear Regression, Support Vector Machine,

[41] k-Nearest Neighbours, Random Forest, Naive Bayesian
Classification

Yigit et al. [42] No eXtreme Gradient Boosting
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Table 10: Comparative result ot various machine learning algorithms

Employee class  Performance measurements  CatBoost SVM DT RF XGBoost
All employee Accuracy 0.984 0948 0971 0988  0.973
Recall 0.988 0.956 0979 0981 0.972
Precision 0.987 0.959 0985 0.97 0.961
MCC 0.953 0.849 0.931 0943 0.924
Ardent Accuracy 0.99 0.944  0.94 0.987  0.97
Recall 0.994 0953 0982 0989 0.972
Precision 0.992 0.939 0979 0991 0.973
MCC 0.979 0.865 0947 0976 0.93
Behavioral Accuracy 0.995 0.962 0986 0992 0977
Recall 0.989 0.961 0991 0991 0.979
Precision 0.99 0.961 0.994 0992 0.981
MCC 0.986 0.856  0.95 0985 0915
Distraught Accuracy 0.991 0.951 0.98 0.984  0.981
Recall 0.994 0.952  0.98 0.991  0.983
Precision 0.993 0.94 0984 0981 0.97
MCC 0.982 0.904 0964 0974 0.969
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Table 5: Normalised decision matrix

Employee Satisfaction Last evaluation Projects Average monthly Time spent
ID Level (Al) rating (A2) worked (A3)  hours (A4) (AS)
Anti-ideal 0.09 0.36 0.375 0.331 0.2

El 0.125 0.414 0.5 0.455 0.4

E2 0.2 0.667 1 0.731 0.667

E3 0.22 0.655 1 0.671 0.667

E4 0.25 0.643 1 0.721 0.667
Ideal 1 1 1 1 1
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