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Abstract: Fuzzy clustering theory is widely used in data mining of full-face tunnel boring machine. However, the traditional fuzzy clustering algorithm based on objective function is difficult to effectively cluster functional data. We propose a new Fuzzy clustering algorithm, namely FCM–ANN algorithm. The algorithm replaces the clustering prototype of the FCM algorithm with the predicted value of the artificial neural network. This makes the algorithm not only satisfy the clustering based on the traditional similarity criterion, but also can effectively cluster the functional data. In this paper, we first use the t-test as an evaluation index and apply the FCM–ANN algorithm to the synthetic datasets for validity testing. Then the algorithm is applied to TBM operation data and combined with the cross-validation method to predict the tunneling speed. The predicted results are evaluated by RMSE and R2. According to the experimental results on the synthetic datasets, we obtain the relationship among the membership threshold, the number of samples, the number of attributes and the noise. Accordingly, the datasets can be effectively adjusted. Applying the FCM–ANN algorithm to the TBM operation data can accurately predict the tunneling speed. The FCM–ANN algorithm has improved the traditional fuzzy clustering algorithm, which can be used not only for the prediction of tunneling speed of TBM but also for clustering or prediction of other functional data.

Keywords: Data clustering; FCM; artificial neural network; functional data; TBM



1  Introduction

Cluster analysis belongs to unsupervised pattern recognition and is a multivariate statistical analysis method. It divides an initial sample set into several subsets according to a certain criterion, so as to achieve clustering of sample sets and analyze clustering results. Because in the actual engineering application, the research objects without clear classification boundaries occupy the main position, the fuzzy clustering is mainly used to cluster such objects, that is, the objects can belong to two or more categories at the same time [1,2]. In practical applications, the more general method is the fuzzy clustering method based on the objective function. This method transforms the cluster into a nonlinear programming problem with constraints, and then obtains the fuzzy partitioning and the clustering of the datasets through optimization. In the clustering algorithm based on objective function, Fuzzy c-Means (FCM) algorithm has the most complete theory and the most widely used. The algorithm was originally proposed and developed by Bezdek and Hathaway [3–5]. It introduces the concept of membership degree based on the hard c-means (HCM) algorithm and implements fuzzy clustering by means of alternating optimization.

There have been many researches on FCM algorithms. Yu et al. [6] proposed the generalized fuzzy clustering regularization (GFCR) model based on various fuzzy clustering algorithms such as FCM algorithm, and verified the validity of the model. Zhang et al. [7] applied an improved weighted fuzzy c-means (WFCM) model and introduced an interval number, making it easier to obtain appropriate weights. Askari et al. [8] proposed a Generalized Entropy based Possibilistic Fuzzy C-Means (GEPFCM) algorithm for noise data clustering, which is more accurate than the Possibilistic Fuzzy C-Means (PFCM) algorithm. Li et al. [9] improved the FCM algorithm for the clustering problem of data with missing attribute values, and realized the clustering of incomplete datasets.

In the research of FCM type clustering algorithm, the research of clustering prototype has always been an important direction. The initial clustering prototype is a “point” in space, which is only suitable for the detection of hypersphere clustering structures. In order to detect the non-hypersphere clustering structure, Bzedek et al. [10] proposed a new clustering prototype, which is a multi-dimensional linear cluster over a certain point. In addition, according to different clustering structures, the researchers also developed a variety of clustering prototypes, such as the spherical shell [11,12] and the ellipsoid shell [13,14] two clustering prototypes. With the deepening of research and the expansion of application requirements, clustering prototypes have been extended to more forms. For example, Suh et al. [15] proposed a fuzzy clustering algorithm based on the polyhedral shell as a clustering prototype. Although these clustering prototypes can detect the detection of one or more clustering structures, they need to use prior knowledge to select prototypes before clustering. This does not enable efficient clustering when encountering functional data with high complexity and inconspicuous clustering structure.

Functional data refers to data obeying a function, and can also be regarded as random observation data of a function in an interval. With the development of data acquisition and storage capabilities, data can be collected in many fields with functional features. Functional data has been applied to many fields such as economics, medicine, meteorology and neuroscience [16–19]. Functional data clustering analysis is a research hotspot in recent years. Researchers have proposed a variety of clustering methods for different objects. From the data itself, Zambom et al. [20] proposed a new method based on functional data clustering combining parallel hypothesis testing and mean testing. Delaigle et al. [21] first project data onto a finite-dimensional space, and then use the K-means algorithm to achieve clustering. Bruckers et al. [22] used data interpolation with multiple imputations for functional data with missing values, and then clustered the imputed datasets.

Although the above method can achieve clustering of some functional data, it lacks universality in application. Because some of these methods require high accuracy of data, they cannot be implemented with high data noise. Others will ignore certain parameter information, resulting in low classification accuracy.

In the recent period, machine learning methods represented by deep learning have been applied to many fields, such as computer vision, natural language processing, and data mining. Since deep learning has good feature learning capabilities, it is also used as an alternative method for engineering problems. Samaniego et al. [23] combined DNN in the configuration method and the deep energy method to provide a novel idea for solving partial differential equations. Guo et al. [24] applied a deep learning method to the thin plate bending problem, which is suitable for the bending analysis of Kirchhoff plates with various geometric shapes. Vien et al. [25] proposed a deep energy method for processing nonlinear large deformation hyperelasticity based on DNN, which can quickly and efficiently obtain numerical solutions. Anitescu et al. [26] proposed an adaptive configuration strategy using artificial neural networks to solve partial differential equations, and obtained the desired results in solving boundary value problems.

In the field of fuzzy clustering, there are also many studies that combine neural network methods. ANN simulates a biological neural network and builds a training model from multiple nodes to achieve regression and approximation of complex functions. Xu et al. [27] proposed a WLAN hybrid indoor positioning method based on FCM and ANN, which reduces the positioning error while ensuring efficiency. Karlik et al. [28] proposed a new fuzzy clustering neural network (FCNN) algorithm as a pattern classifier for real-time odor recognition systems. The FCNN algorithm uses FCM clustering to reduce the number of data points before inputting to the neural network system, thereby shortening the training cycle of the neural network. In addition, Mohd-Safar et al. [29] and Moradi et al. [30] also combined FCM and ANN, proposed different models, and applied them to engineering problems. However, in these methods, FCM and ANN are independent of each other, which will not only increase the computational burden but also fail to achieve effective clustering on complex problems such as the clustering of functional data. In addition, in these studies, FCM is used more as a data preprocessing method and serves ANN. The algorithm we proposed takes FCM as the overall framework and ANN as a way to describe the functional relationship. The structure achieves the integration of the two, and at the same time carries out end-to-end training, which can realize the effective clustering of complex functional data.

For the clustering problem of functional data, this paper proposes the FCM–ANN algorithm. It obtains an approximate functional model through the ANN training dataset. Then the function model is used as a new clustering prototype to replace the clustering prototype of the traditional FCM algorithm, and participates in the algorithm’s alternating optimization. Finally, the algorithm will obtain the clustering result of the dataset and the corresponding functional data ANN model.

The rest of this paper is organized as follows. In Section 2, we first introduce the FCM algorithm and the artificial neural network algorithm, and then propose the FCM–ANN algorithm. Section 3 introduces the clustering results of applying the algorithm to synthetic dataset experiments and compares it with the traditional FCM algorithm. Section 4 introduces the experimental results of applying the FCM–ANN algorithm to the operation data of the tunnel boring machine (TBM) and compares it with the method of not performing classification modeling. In Section 5 we make some conclusions on this paper.

2  Proposed Algorithm (FCM–ANN)

2.1 Fuzzy [image: images]-Means Algorithm

The FCM algorithm is a fuzzy clustering algorithm based on objective function. For a given dataset [image: images], the FCM algorithm divides [image: images] into [image: images] clusters by minimizing the clustering objective function. The clustering objective function is as follows:

[image: images]

where [image: images] is the target data, xjk is the j-th attribute value of the data; [image: images] represents the clustering prototype vector of the i-th cluster, and the clustering prototype matrix is represented as [image: images] is the membership degree, which indicates the degree to which the data [image: images] belongs to the i-th cluster. For [image: images], there is [image: images], and it satisfies the following relationship:

[image: images]

The partition matrix is expressed as [image: images] is a weighting parameter, also called a smoothing parameter, [image: images] is the Euclidean distance in the s-dimensional space.

Combined with the constraint Eq. (2), the Lagrange multiplier method can be used to minimize the objective function. The final formula for the partition matrix and clustering prototype is as follows:

[image: images]

[image: images]

The specific steps of the FCM algorithm are as follows:

Step (i)    Set the number of subclusters of fuzzy clustering c, for [image: images], n is the number of data of the target dataset; set the iteration stop threshold [image: images]; initialize the cluster prototype [image: images]; set the iteration counter b = 0.

Step (ii)    Calculate (or update) the partition matrix [image: images] using Eq. (3) and [image: images].

Step (iii)  Update clustering prototypes [image: images] using Eq. (4) and [image: images]

Step (iv)   Calculate the discriminant Eq. (5):

[image: images]

If the Eq. (5) is established, the algorithm stops and outputs the partition matrix [image: images] and and the cluster prototype matrix [image: images]; otherwise set b = b + 1 and re-execute Step (ii). In Eq. (5), [image: images] is a suitable matrix norm.

The algorithm can also start by initializing the fuzzy partition matrix [image: images], then calculate (update) the clustering prototype matrix with the Eq. (4), and then update the fuzzy partition matrix with the Eq. (3), until the stopping criterion is met.

2.2 Artificial Neural Network ( ANN)

As a hotspot in recent years, artificial neural network is a multi-disciplinary subject area with a wide range and depth. A neural network is a broad and interconnected network of adaptive simple units whose organization mimics the interactions of the biological nervous system with the real world. The most basic building block in a neural network is a neuron. Each neuron is connected to other neurons, and each neuron transmits information through signals.

In this paper, we use the BP (error BackPropagation) algorithm to construct a neural network, which is the most common neural network learning algorithm by far. For a given training dataset [image: images] for [image: images] and [image: images], that is, the input data contains d attribute values, and the output data contains l attribute values. We abstract the algorithm model into a feedforward neural network structure as shown in Fig. 1.

[image: images]

Figure 1: Feedforward neural networks with one hidden layer

The structure has d input neurons and l output neurons. The hidden layer neurons can be assumed to be m. The threshold of the j-th neuron in the output layer is represented by [image: images], and the threshold of the h-th neuron in the hidden layer is represented by [image: images]. The connection weight between the h-th neuron in the hidden layer and the j-th neuron in the output layer is [image: images], and the connection weight between the i-th neuron in the input layer and the h-th neuron in the hidden layer is [image: images].

For a d-dimensional input [image: images], the output value [image: images] can be obtained according to the neural network structure. The final calculation result of yj is as follows:

[image: images]

where [image: images] is a sigmoid function, its equation is:

[image: images]

2.3 FCM–ANN Algorithm

In view of the fact that the traditional FCM algorithm can not effectively solve the fuzzy clustering problem of functional data, we propose the FCM–ANN algorithm. In the FCM–ANN algorithm, we replace the clustering prototype in the traditional FCM algorithm with the neural network prediction value. This makes the clustering prototype change to conform to a certain data partitioning function, thus achieving accurate clustering of data.

For functional data, the iterative process of the FCM–ANN algorithm can be expressed as follows:

Step (i)    Set the number of subclusters of fuzzy clustering c, for [image: images], n is the number of data of the target data set; set the iteration stop threshold [image: images]; initialize the partition matrix [image: images]; Set the membership threshold [image: images]; set the iteration counter b = 0.

Step (ii)   The clustering result can be obtained according to the partition matrix [image: images]. We use the clustering results as training data set to input artificial neural networks for training, and then we can obtain different neural network prediction models [image: images].

Step (iii)  The prediction model is used for the independent variables [image: images] in the dataset to obtain the corresponding predicted output [image: images].

Step (iv)  Use the predicted output as a clustering prototype, the corresponding Euclidean distance [image: images] can be obtained according to the distance function:

[image: images]


Step (v)   Update the partition matrix [image: images] by the Eq. (9).

[image: images]


Step (vi)  Calculate the discriminant:

[image: images]


If the Eq. (10) is established, stop the algorithm and output the partition matrix [image: images] and neural network prediction models [image: images], [image: images]; otherwise set b = b + 1 and repeat Step (ii).

The FCM–ANN algorithm combines the advantages of both FCM and ANN. FCM makes the iteration always go in the direction of gradient descent. ANN provides accurate prediction results and can approximate any nonlinear function. In theory, the algorithm can achieve fuzzy clustering of arbitrary functional data.

[image: images]

3  Experiments on Synthetic Datasets

3.1 Synthetic Datasets

In this section, we construct some synthetic datasets to study the validity of FCM–ANN algorithms and their effect on predictions with the different number of samples, number of attributes, and noise.

The synthetic datasets are created as follows. In each cluster of each dataset, the objects of i-th cluster except xobj are first randomly sampled. The xobj of each object is calculated according to the setted FRA. After that, the data of different cluster are combined as the obtained dataset. Each dataset is given a denomination by the number of object data, attributes, clusters and functional relationships among attributes. For instance, N400A2C2F1 denotes that the dataset contains 400 object data and can be divided evenly into two clusters, A2 denotes the dataset has two attributes. The clustering performance of the proposed clustering algorithm is compared with FCM.

Number of samples The synthetic datasets that discuss the effect of the number of samples size are divided into four groups. Each group of dataset consists of two clusters, each of which has 50, 100, 150, and 200 object data. And each cluster has two attributes, which is a functional relationship of [image: images]. The specific function relationship corresponding to the two types of data is as shown in Eqs. (11.1) and (11.2). At the same time, the noise is set to satisfy 3% of the standard functional relationship data and is subject to a Gaussian distribution.

Number of attributes The synthetic datasets that discuss the effect of the number of attributes are divided into five groups. Each dataset consists of two clusters, and the number of attributes of each cluster is 2–6, separately. They respectively satisfy the relationship as shown in Tab. 1. Each dataset have 200 samples. The noise is also set to 3%, as well as the Gaussian distribution is satisfied.

Noise The synthetic datasets that discuss the effect of noise are divided into five groups. Each dataset consists of two clusters, each of which has 3–7% noise of the standard data. And the noise subject to Gaussian distribution. They have 200 samples per cluster and 6 attributes. The specific function relationships corresponding to the two clusters of dataset are shown in Eqs. (15.1) and (15.2).

Table 1: Functional equation corresponding to the number of attributes

[image: images]

3.2 Experimental Results

In order to test the clustering performance, we carried out a comparison experiment between the proposed algorithm and the FCM algorithm.

The clustering performance is evaluated in terms of misclassification (MS), which is calculated as follows:

[image: images]

where Nerror is the number of misclassified object data; Ntotal is the total number of object data.

We set the fuzzification parameter m = 2, convergence threshold c = 10−4. The misclassification is discussed in each experiment by controlling the membership threshold. Tabs. 2–4 present the average results over 30 experiments, with the optimal results being indicated in bold.

Table 2: Effect of the number of samples on algorithm prediction

[image: images]

Table 3: Effect of the number of attributes on the algorithm prediction

[image: images]

Table 4: Effect of the noise on the algorithm prediction

[image: images]

We use the t-test as the measure to analyze the convergence of the experimental results. The t-test is mainly used for a normal distribution with a small sample size and an unknown population standard deviation [image: images]. The t-test uses the t-distribution theory to infer the probability of occurrence of the difference, thereby comparing whether the difference between the two means is significant. The t-test can be divided into the one-sample t-test, the two-sample t-test and the paired t-test. The paper uses the one-sample t-test method to test the results of clustering.

The one-sample t-test is used to test whether the difference between the average of a sample set and the known population mean is significant. When the distribution of the population shows a normal distribution, the sample size is small and the standard deviation of the population is unknown, the dispersion statistics of the sample mean and the population mean are t-distributed.

The statistic for the one-sample t-test is:

[image: images]

where N is the total number of samples, [image: images] is the mean number of samples, [image: images] is the mean of the population, and S is the sample standard deviation. The t statistic obeys the t-distribution with a degree of freedom of [image: images] when [image: images].

The t-test was performed using the data in Tabs. 2–4. The hypothesis is as follows:

[image: images]

Under the condition of the significance level [image: images], the rejection region of the hypothesis is [image: images]. Checking out the table of t-distribution to get the upper quantile [image: images].

This hypothesis is tested by calculating the statistic t using the Eq. (17). The results are listed in Tab. 5, where the results over the upper quantile are indicated in bold.

Table 5: The results of test statistics

[image: images]

In order to evaluate whether there is a significant difference between the results obtained by the FCM–ANN algorithm and the FCM algorithm, we also used the SPSS software to conduct a Wilcoxon rank-sum test. We compare the results in Tabs. 2–4 with the results of the FCM algorithm according to different membership thresholds and calculate their rank-sum. The results of the rank-sum test are shown in Tab. 6. Given the significance level [image: images], we can obtain the critical value of the rank sum of [image: images]. According to the calculated rank-sum, we can judge whether the difference between the results of the two methods is significant.

Table 6: The result of the Wilcoxon rank-sum test

[image: images]

 
3.3 Discussion

1) By analyzing Tabs. 2–4, the mean of misclassifications obtained by using the FCM–ANN algorithm is significantly lower than that of the FCM algorithm, except for the experimental results corresponding to 3% noise in Tab. 4. In addition, from the Wilcoxon rank-sum test results in Tab. 6, it can be seen that the results obtained by the FCM–ANN algorithm are significantly different from those obtained by the FCM algorithm. Therefore, we can conclude that the clustering result of the FCM–ANN algorithm is better than the FCM algorithm. At the same time, according to the results in Tabs. 2–4, as the membership threshold increases, the misclassifications show a downward trend. The results show that the higher the membership threshold, the more the invalid data can be avoided to participate in the artificial neural network training, so the fitting result is more accurate and the prediction effect is better. However, as the membership threshold increases, the standard deviation of the misclassification increases, which results in a decrease in the stability of the results.

2) According to the results of Tab. 2, in the case where the membership threshold is the same, the misclassifications will decrease as the number of samples increases. According to the results, as the number of samples increases, the training dataset provided by the experiment will also increase, which makes the prediction effect of the algorithm more accurate.

3) According to the vertical comparison Tab. 3, the clustering results of the dataset are better when the different number of attributes are taken. Therefore, it can be concluded that the FCM–ANN algorithm can achieve effective clustering of functional data with the different number of attributes. This also shows that the algorithm has favorable stability.

4) According to the results of Tab. 4, when the noise increases, the misclassifications of the experiment using the FCM algorithm has no significant change, which indicates that the increase of noise will have less influence on the clustering result of the FCM algorithm. However, in the test results using the FCM–ANN algorithm, misclassifications will increase as the noise increases. Therefore, improving the accuracy of datasets and the reduction of noise can improve the clustering effect of the FCM–ANN algorithm.

5) According to Tab. 5, most of the results of the test are below the upper quantile. Therefore, it can be considered that the hypothesis H0 is valid, and the FCM–ANN algorithm can effectively implement the clustering of functional data. However, the results in the reject domain appear when the membership threshold is small. Therefore, appropriately increasing the membership threshold can make the clustering result more accurate.

3.4 Computation Cost and Convergence Analysis

3.4.1 Computation Cost

We use the average of running time to measure the computation cost of the algorithm. The experimental environment is intel(R) Core (TM) i5-9300H 2.40 GHz CPU, 8 GB RAM, Windows 10 operating system, Python 3.7.0. Tab. 7 show comparisons of running times for experiments on synthetic datasets.

Table 7: Comparison of running times

[image: images]

According to the results in Tab. 7, although the FCM–ANN algorithm runs less time than the FCM algorithm, the results are still within acceptable limits. Therefore, the FCM–ANN algorithm can be considered to have a lower computation cost. At the same time, in the results, the running time will increase with the increase of the membership threshold, so the computation cost should be considered to set a reasonable membership threshold.

3.4.2 Convergence Analysis

Then, we concentrate on the convergence analysis of FCM–ANN algorithm. In the Synthetic data sets, we selected data sets with the number of attributes of 2–5 for testing, as shown in Fig. 2.

[image: images]

Figure 2: Objective function value in the iterative procedure

It can be seen that in the case of different number of attributes, the objective function value declines rapidly in the first 6 iterations and then tends to converge gradually. Therefore, it can be further proved that the proposed algorithm is effective.

4  Engineering Application on TBM Operation Data

4.1 Project Review

The tunnel project studied in this paper is located on a metro line in China, with a length of 2,000 meters and a diameter of 6.4 meters. The project adopted earth pressure balance (EPB) shield TBM. This system consists of a cutterhead, chamber, screw conveyor, tail skin and other auxiliary. The operation data adopted in this paper are collected from TBM construction projects, and there are 52 parameters, among which each parameter has different correlation with the tunneling speed. The statistical chart of the datasets used in this paper is listed in Appendix A.

4.2 Experiments and Results

The experiment is divided into two parts. Experiment 1 uses the neural network algorithm to directly train the TBM operation data to establish the prediction model of predicting the tunneling speed. Experiment 2 uses the FCM–ANN algorithm to cluster the TBM operation data firstly, aiming to obtain clustering results and prediction models for each cluster, and then use the model to predict each cluster of data. The two experimental results are compared to verify the practicability of the algorithm.

The same 1200 sets of TBM operation data were used in both experiments. We divide the datasets into three parts: Training set, validation set, and test set. Among them, the test set accounts for 20%, and the remaining 80% of the data is divided into training sets and validation sets. In addition, in order to prevent over-fitting problems, we perform 5-fold cross-validation on the training set and the validation set. The data are randomly divided into 5 equal parts, and each of the 5 equal parts is used as a separate test set, and the remaining 4 parts are used as the training set for building the model for validity verification. We use mean square error (MSE) as an indicator to evaluate the prediction accuracy of the validation set, which is calculated by Eq. (18).

[image: images]

1) The steps of Experiment 1 are as follows:

①   Use the neural network algorithm to train the training set and the validation set, and adopt the cross-validation method to obtain multiple neural network prediction models.

②   Use MSE as an indicator to evaluate the predictive effect of each model, and select the optimal model.

③   Apply the optimal model to the test set for prediction to obtain prediction results of the tunneling speed.

④   Compare the prediction results of the tunneling speed with the target values to evaluate the prediction results of the neural network algorithm.

2) The steps of Experiment 2 are as follows:

①   Use the FCM–ANN algorithm to train the training set, so as to obtain the clustering results of the training set and their corresponding neural network prediction models.

②   Use the FCM–ANN algorithm to train the validation set, then the clustering results of the validation set can be obtained.

③   According to the clustering results of the validation set, the neural network prediction models obtained by the training set is used to predict each cluster of corresponding data, then the prediction results of the validation set can be obtained.

④   Use the cross-validation method to repeat Steps 1–3, and use MSE as an indicator to evaluate the effect of each prediction, and select the optimal model.

⑤   Use the FCM–ANN algorithm to train the test set, then the clustering results of the test set can be obtained.

⑥   According to the clustering results of the test set, the optimal neural network prediction models are used to predict each cluster of corresponding data, then the prediction results of the tunneling speed can be obtained.

Tab. 8 shows the comparison results of the MSE of the validation set obtained through cross-validation during the two experiments. According to the above steps, Experiment 1 and Experiment 2 are executed and we obtain 240 sets of data were respectively. Compare this with the target values and the results are shown in Figs. 3 and 4.

Table 8: Comparison of Validation MSE

[image: images]

[image: images]

Figure 3: Correlation between predicted and target values (Experiment 1)

[image: images]

Figure 4: Correlation between predicted and target values (Experiment 2)

As can be seen from Fig. 3, the differences between the target values and the predicted values of the tunneling speed are obvious. This indicates that the neural network algorithm cannot accurately predict the tunneling speed without the cluster. But in Fig. 4, the target values of the tunneling speed show a good correlation with the predicted values.

4.3 Comparison of Results

In this section, we use root mean square error (RMSE) and coefficient of determination R2 as statistical criteria to evaluate the performance of the algorithm. The root mean square error (RMSE) is a measure of goodness-of-fit that best describes the average measure of error when predicting a dependent variable. For a set of data [image: images], the result of regression prediction is [image: images]. The RMSE can be expressed as the form shown in Eq. (19).

[image: images]

The coefficient of determination R2 is also a measure of the goodness-of-fit. It can be used to test the error of the predicted dependent and target values at the variable level. Before describing the goodness-of-fit, several additional indicators, namely the population squared TSS, the regression squared ESS, and the residual squared sum RSS, need to be introduced.

[image: images]

[image: images]

[image: images]

where [image: images]. The equation for calculating the R2 is:

[image: images]

The value range of R2 is [0,1]. The closer R2 is to 1, the higher the goodness-of-fit.

In the prediction experiment of the tunneling speed, 8 independent experiments were performed, and the RMSE and R2 indicators were calculated for each experiment. The results are shown in Figs. 5 and 6.

[image: images]

Figure 5: RMSE indicator evaluation results

[image: images]

Figure 6: R2 indicator evaluation results

The results of Experiment 1 and Experiment 2 can be compared by the above figure. As can be seen from Fig. 5, most of the RMSE values of Experiment 1 are much higher than Experiment 2, and the results of Experiment 1 varied so much that the maximum value reached 16.92. However, the results of Experiment 2 remain stable between 3.5 and 6.5. As can be seen from Fig. 6, the R2 of Experiment 1 vary so much that some negative values appear. But the R2 of Experiment 2 are always maintained above 0.9. Therefore, according to the results of RMSE and R2, it can be concluded that the FCM–ANN algorithm can accurately predict the tunneling speed of TBM, and the effect is obviously better than the neural network algorithm.

5  Conclusions

In this paper, we propose the FCM–ANN algorithm for functional data that is difficult to cluster effectively in traditional methods. The FCM–ANN algorithm is based on the FCM algorithm and uses the predicted value of artificial neural network as the clustering prototype to perform the iterative update of the algorithm. We first apply the algorithm to the synthetic datasets and discuss the effects of different number of samples, different number of attributes, and different noise on the clustering results under different membership thresholds. Then the algorithm is applied to the TBM operation data and compared with the method of modeling without clustering. The results show that the FCM–ANN algorithm can accurately and effectively predict tunneling speed. The future work will be mainly focused on replacing existing ANN models with more sophisticated neural network models while improving algorithm theory to make the iterative process more complete.
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