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Abstract: Many countries developed and increased greenery in their country
sights to attract international tourists. This planning is now significantly
contributing to their economy. The next task is to facilitate the tourists by
sufficient arrangements and providing a green and clean environment; it
is only possible if an upcoming number of tourists’ arrivals are accurately
predicted. But accurate prediction is not easy as empirical evidence shows
that the tourists’ arrival data often contains linear, nonlinear, and seasonal
patterns. The traditional model, like the seasonal autoregressive fractional
integrated moving average (SARFIMA), handles seasonal trends with season-
ality. In contrast, the artificial neural network (ANN) model deals better with
nonlinear time series. To get a better forecasting result, this study combines the
merits of the SARFIMA and the ANN models and the purpose of the hybrid
SARFIMA-ANN model. Then, we have used the proposed model to predict
the tourists’ arrival in New Zealand, Australia, and London. Empirical results
showed that the proposed hybrid model outperforms in predicting tourists’
arrival compared to the traditional SARFIMA and ANN models. Moreover,
these results can be generalized to predict tourists’ arrival in any country or
region with a complicated data pattern.
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1 Introduction

The rapid development in the tourism industry in the last 30 years has contributed to many
countries’ economies. According to the World Travel & Tourism Council (WTTC), 2019, tremendous
evolution was observed in the tourism industry. It has created 313 million jobs and created prosperity
in industries related to tourism and has increased taxations. As a result, the tourism industry had
generated 10.3% of the global GDP. Consequently, every country is paying much attention to growing
tourists’ arrival in their territory. Therefore, tourism policy makers and business practitioners are
interested in knowing an accurate forecast of tourist volume for properly distributing resources and
formulating pricing strategies [1].
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One well-known approach to model tourists’ arrival data is to use time series models. For this
purpose, models based on the Box-Jenkins methodology have been extensively used in the past several
decades. For example, the autoregressive integrated moving average (ARIMA) and its sub-models
are well-recognized to predict future observations based on linearly correlated past observation and
a white noise error term. However, these models work efficiently only for short memory time series
processes [2]. On the other hand, most time-series data, including financial data, stock-exchange data,
and numbers of tourists’ arrivals, have long memory characteristics. For such types of time series data,
Granger [3] introduced the autoregressive fractional integrated moving average (ARFIMA) model
that speculates the ARIMA by allowing non-integer values of the differencing parameter (d). Recall,
Robinson [4], that the long memory in time series is termed autocorrelation at long lags, and the
strength of this long memory is measured by d of the ARFIMA model.

The ARFIMA model has been applied in several studies for accurate forecasting. For example,
Doornik et al. [5] forecasted US and UK inflation rates using the ARFIMA model and showed its
superiority over the ARIMA model. Chu [6] has found better forecasting about tourists’ demand in
Hong Kong, Japan, and Korea by ARFIMA model than ARIMA. Moreover, Cheung [7] used the
ARFIMA model for predicting the foreign exchange rates. Along with the ARFIMA model, Prass
et al. [8] also applied the seasonal autoregressive fractional integrated moving average (SARFIMA)
model to predict the mean monthly water level Paraguay River in Brazil. The SARFIMA model has
also been used by Mostafaei et al. [9] to predict Iran’s oil supply. In recent years, Peng et al. [10]
developed the new hybrid random forest-LSTM model to forecast tourist arrival data and justified
by the Beijing city and Jiuzhaigou valley data that this hybrid approach outperforms. Waciko et al.
[11] used the Thief-MLP hybrid approach to forecast short-term tourists’ arrival to Bali-Indonesia.
Wu et al. [12] forecasted daily tourist arrival to Macau SAR, China with a hybrid SARIMS–LSTM
approach and obtained the good fitted results.

It is important to note that all Box-Jenkins models require the linearity of the process under study
(see, e.g., [13]). This means that future observations should have a linear relationship with present
and past observations. Therefore, ARFIMA and SARFIMA models become inappropriate when time
series are generated from nonlinear processes. Nonlinear models such as the Artificial Neural network
(ANN) have been used in several studies to overcome this problem. For instance, Sarvareddy et al.
[14] studied the characteristics of ANN and showed its forecasting power over traditional time series
models. Zhang et al. [15] studied ANN forecasting for seasonal and trend time series and showed that
the ANN has nonlinear architecture and performs well for linear time series. In several studies, ANN
has been constantly compared with the traditional Box-Jenkins model and long memory models, and
its better performance is justified. Prybutok et al. [16] observed that the ANN analysis performs better
for time series datasets, specifically in the presence of nonlinearity.

Note that there is no definitive proper measure to check whether the process generated from time
series is linear or nonlinear. Therefore, it would be difficult to decide in advance which model should be
used. Furthermore, there is no standard model that is appropriate for both linear and nonlinear time
series data. Therefore, by combining the characteristics of two or more models, the accuracy can be
increased. Different hybrid models have been developed following this idea, particularly by combining
linear autoregressive models and ANN models. The beauty of these types of hybrid models is that they
can capture the characteristics of both linearity and non-linearity in the time series [17]. This idea was
first used by Zhang [18] to introduce a hybrid methodology that combines both ARIMA and ANN
models. Following [18], a hybrid of ARIMA models and support vector machines (SVMs) were used by
Pai et al. [19] to forecast stock prices. Chen et al. [20] examined the forecasting accuracy of the hybrid
of seasonal ARIMA (SARIMA) and SVM models for Taiwan’s machinery industry production.
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Chaâbane [21] found a hybrid of ARFIMA and ANN model more efficient over individual ARFIMA
and ANN to predict electricity price.

Moreover, Chaâbane [22] found a better performance of hybrid ARFIMA–least-squares SVM
than the competing models while predicting electricity spot prices. In general, practitioners rely on two
methods to forecast tourist volume. One is time series analysis methods [23] and the other is artificial
intelligence methods [24–26]. However, many recent studies have proved that the combination of the
aforementioned methods leads to better forecasts [27–29].

In the present study, our main interest is to introduce a new hybrid model for better and accurate
prediction using the complicated time series data, the new hybrid model is proposed by hybridizing
the SARFIMA and ANN model using the Zhang [18] approach. The second goal is to evaluate
the predictability of the developed model on the different natured tourists’ arrival datasets, for this,
the datasets of the three countries were retrieved and better results have been obtained. Finally, the
performance of the suggested model is verified using out-of-sample data as real-time analysis, and the
results predicted by the model matched with the real tourists’ arrival values.

The rest of the paper is organized as follows. An overview of ARFIMA, SARFIMA, and ANN
models is given in Sections 2, 3, and 4, respectively. The proposed hybrid SARFIMA-ANN model is
presented in Section 5. Section 6 reports on the proposed hybrid model’s empirical results using three
real datasets on tourists’ arrival and discussion. The concluding remarks are given in Section 7.

2 ARFIMA (p, d, q) Model

When there is a long memory presence in time series data, the frequently used model is the
ARFIMA model, introduced by Granger et al. [30] and its properties were further investigated by
Baillie [31]. Let us assume that {yt}t∈W is a stationary process with the white noise error term εt with
zero mean and variance σ 2 > 0. Let B be the backshift operator defined by Bk(yt) := yt−k. Further,
assume that {yt}t∈W is a linear process satisfying the following relationship

ψ(B)(1 − B)dyt = ϑ(B)εt, t ∈ W , (1)

where d ∈ (−0.5, 0.5), ψ(·) and ϑ(·) are the following polynomials of degree p and q respectively,
that is

ψ(B) := 1 − ψ1(B) − ψ2(B2) · · ·ψp(Bp),

ϑ(B) := 1 − ϑ1(B) − ϑ2(B2) · · · − ϑq(Bq),

where ψk, 1 ≤ k ≤ p and ϑl, 1 ≤ l ≤ q are real constant terms. Then the series {yt}t∈W follows
a fractional differencing model ARFIMA (p, d, q). Note that the ARFIMA (p, d, q) model is an
improved form of the traditional ARIMA (p, d, q) model due to considering fractional differencing
parameter d. If d ∈ (−0.5, 0.5), the series {yt}t∈W satisfies the property of stationary and inevitability
and indicates a long memory process. On the other hand, d = 0 indicates a short memory, whereas
d ∈ (−0.5, 0) tells that the process has an intermediate memory level.

3 SARFIMA (p, d, q)(P, D, Q)s Model

There are several situations in which time-series data have a long memory and exhibit periodic
patterns. The appropriate model for such time-series data is the SARFIMA (p, d, q)(P, D, Q)s, an
extended form of the ARFIMA process [32]. The following are propositions that need to be satisfied
to consider SARFIMA as an appropriate model.



4788 CMC, 2022, vol.71, no.3

Proposition 1: Let {yt}t∈W be the stochastic stationary process following spectral density function
fy(.). Suppose that there is a real quantity t ∈ (0, 1), a constant Cf and K ∈ [0, π ] (with one or a

finite number of occurrences) such that fy(ω) ∼ Cf |ω − K|−t When ω → G. Then {yt}t∈W follow a long
memory process.

When t ∈ (−1, 0), then the process yt is said to be an intermediate memory process [33].

Proposition 2: Let {yt}t∈W be a seasonal stationary process with

ψ(B)ζ(Bs)(1 − B)dyt = ϑ(B)�(Bs)εt (2)

where εt is a white noise process with zero mean and variance σ 2 > 0, s is the seasonal period,
	D

s = (1 − BS
)D is the seasonal difference operator, ψ(.), ζ (.), ϑ(.) and �(.) are the polynomials of

degrees p, q, P, and Q respectively defined by

ψ(B) =
p∑

k=0

(−ψk)Bk ϑ(B) =
Q∑

h=0

(−ϑh)Bh

ζ(B) =
P∑

l=0

(−ζl)Bl �(B) =
q∑

g=0

(−�g)Bg

where ψk, 1 ≤ k ≤ p, ϑh, 1 ≤ l ≤ Q, ζl, 1 ≤ l ≤ P, and �g, 1 ≤ g ≤ Q are constant integers with
ψ0 = ζ0 = ϑ0 = �0 = −1.

Proposition 3: Assume that {yt}t∈W is the SARFIMA (p, d, q)(P, D, Q)s process, with mean zero and
seasonal period s ∈ N. Suppose ψ(W)ζ(W s) = 0 and ϑ(W)�(W s) = 0, have no zero in common.
Then, the following axioms are factual:

i. The process {yt}t∈W follows the stationary process when D < 0.5, (d + D) < 0.5, and
ψ(W)ζ(W s) �= 0 for |W|≤ 1.

ii. The stationary process {yt}t∈W follows long memory process when (d + D) ∈ (0, 0.5), D ∈
(0, 0.5) and ϑ(W)�(W s) �= 0 for |W|≤ 1.

iii. The stationary process {yt}t∈W follows long memory process when (d + D) ∈ (−0.5, 0.5), D ∈
(−0.5, 0) and ψ(W)ζ(W s) �= 0 for |W|≤ 1.

Based on Katayama’s previous work [34], model estimation using SARFIMA requires a few steps.
Firstly, identifying the long memory process and finding fractional difference parameter d. Secondly,
identifying the model and estimating parameters, and finally, applying some diagnostic checks. After
obtaining a suitable model, it can be used for predictive purposes.

4 Artificial Neural Network Based Forecasting

When the restriction of linearity on time series data is relaxed, enormous nonlinear models have
been developed for obtaining better forecasts. An artificial neural network (ANN) is one of them. The
critical characteristic of ANN over other nonlinear models is its ability to deal with a large class of
functions. Moreover, ANN does not require any prior assumption for the estimation process. Instead,
its architecture is entirely determined from the characteristic of data. For more details on ANN, we
refer the interested readers to [35].

The ANN architecture consists of an input layer, an output layer, and multiple hidden layers
depending upon the complexity of data. Information passes through each layer in terms of neurons.
For forecasting time series data (yt), the simplest neural network architecture takes lagged values
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(yt−1, yt−2, yt−3, . . . ., yt−p) as input. We used the Rabie et al. [36] heuristic/Ad-hoc input selection criteria
to select the input nodes for ANN. Then the nonlinear relationship between output yt and input values
(yt−1, yt−2, yt−3, . . . ., yt−p) is defined by

yt = α0 +
u∑

j=1

αjg

(
β0j +

v∑
i=1

βijyt−i

)
+ εt, (3)

where εt is an error term with zero mean and standard deviation σt, αj and βij for i = 0, 1, 2, . . . , v
and j = 0, 1, 2, . . . , u are the model parameters to be estimated. They are also known as connection
weights. The function g is known as the activation function used in hidden layers to transfer the input
if a certain threshold is met. One can use different activation functions like hyperbolic, sigmoid, etc.
However, the most popular is the sigmoid, which is defined by

g(y) = ey

1 + ey
.

The ANN model in (3) can be termed as univariate nonlinear autoregressive (NAR) model, that is:

yt = f (yt−1, yt−2, yt−3, . . . ., yt−p, v) + εt (4)

Here f (.) is a function estimated by the network structure and connection weights, and v is a vector
of all parameters. The ANN model (3) is quite powerful in terms of its architecture as it can estimate
the arbitrary function by increasing the number of hidden nodes v.

Since there is no standard mechanism to determine the appropriate ANN architecture for the given
data, multiple experiments can be conducted to choose suitable values for p and q. After selecting u
and v, the model is ready for training and to estimate the network parameters.

5 Hybrid Methodology and the Proposed Hybrid Method: SARFIMA-ANN

The tourists’ arrival time series data may consist of many components such as linearity, nonlin-
earity, seasonality, heteroscedasticity, or a non-normal error. One standard approach for forecasting
such time-series data dealing with all components does not exist. One may think SARFIMA is a
better option for this case. However, SARFIMA cannot deal with complex nonlinear structures. The
second choice might be the ANN, which deals well with nonlinear structure but may also provide
unsatisfactory results when modeling the linear data [37]. In other words, both SARFIMA and ANN
models are successful only in their domains. Zhang [18] introduced hybrid models that can model both
linear and nonlinear structures of time series data to overcome this problem.

Following Zhang [18], we propose a hybrid of the SARFIMA and ANN model in this study. In
the proposed model, time-series data is composed as a function of linear and nonlinear components.
To be more precise, yt := f (Nt, Lt), where Nt is termed as nonlinear part and Lt is termed as linear
part. It is important to note that the hybrid approach is one of the efficient approaches that provide
high accuracy rate in forecasts by establishing an additive relationship between a linear and nonlinear
component of data, that is,

yt = Nt + Lt. (5)

The different methods can estimate the linear and nonlinear parts of (5) to develop the model. The
defined methodology used in this work has three steps. In the first step, the linear portion of the
time series data is modeled by SARFIMA, considering it follows a long memory process. From the
fitted SARFIMA model, the forecasted values L̂t are obtained. In the second step, residuals from the
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SARFIMA model are generated and, under the assumption that these residuals exhibit nonlinear
patterns, an ANN model is trained. To be more precise, the input-output relationship is ANN is
estimated by the following relationship,

et = g(et−1, et−2, et−3, . . . ., et−p) + εt, (6)

where g(.) is a nonlinear regression function determined by the ANN model. This provides us the
prediction of the nonlinear part N̂t. In the last step, predictions of the linear and nonlinear component
Lt and Nt, are combined to generate the cumulative prediction, that is,

ŷt = N̂t + L̂t

The pictorial representation of our proposed hybrid methodology is given in Fig. 1. In addition,
the algorithm of hybrid SARFIMA-ANN is presented in Fig. 1.

Figure 1: Hybrid SARFIMA-ANN model

6 Application and Empirical Results

To check the performance of the proposed hybrid SARFIMA-ANN model on forecasting tourists’
arrival, we consider the three real data sets. As, over the past three decades, tourism has become one of
the world’s most flourishing industries. International tourists’ arrival has conventionally been used as
a benchmark to assess any country’s security condition and economic development. It significantly
impacts GDP, employment rate, import and export, and many public and private sectors. This
significant impact attracts the researcher to study the flow of tourists’ arrival in a particular country.
The number of tourists’ arrivals can be considered a time series process due to the consistent change
over time and therefore, the prediction model may be applied. Tourists’ arrival data get more attention
in several studies (see, [38–40]). In this study, the following three tourists’ arrival datasets are considered
to implement and justify the proposed hybrid model’s competency over the other models.

Dataset 1. This dataset is related to the tourism industry, growing gradually in New Zealand due
to its amazing natural attraction sites. To forecast tourists’ arrival in this country, monthly data from
January 2000 to September 2018 is retrieved from www.stats.govt.nz, a sample of 225 observations. The
plot of this dataset in Fig. 2 depicts that the considered data is stationary in the mean but has seasonal
variation. The autocorrelation function and partial autocorrelation function showed the presence of
seasonality at s = 6.

www.stats.govt.nz
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Figure 2: Monthly data of tourists’ arrivals in New Zealand from January 2000 to September 2018

Dataset 2. The second dataset contains the monthly number of tourists’ arrival in Australia from
January 2000 to August 2018, giving 224 observations, which are retrieved from www.abs.gov.au. The
data series is regarded as nonlinear and non-Gaussian and suitable to evaluate for analysis. This time-
series data has been plotted in Fig. 3, showing seasonality at s = 6 with the observed trend. The data
is non-stationary and the first difference is taken of the data for further analysis.

Figure 3: Monthly data of tourists’ arrivals in Australia from January 1976 to August 2018

Dataset 3. The proposed model is also applied to the number of tourists’ arrival in
London, UK. The quarterly data set has 66 observations, corresponding to 2002Q1–2018Q2, taken

www.abs.gov.au
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from www.data.london.gov.uk and plotted in Fig. 4. There exist seasonal fluctuations at s = 64 in the
series. For modeling and forecasting from this series, the first difference of the data is taken.

Figure 4: Quarterly data of tourists’ arrivals (000s) in London from 2002Q1 to 2018Q2

These three datasets are used in the present study to demonstrate the effectiveness of the proposed
hybrid method. Note that these tourists’ arrival datasets have seasonal fluctuations due to seasonal
changes and this situation requires explaining such fluctuations by some suitable seasonal models.
The summary of the datasets is given in Tab. 1. The considered datasets are far from normality as
indicated by skewness and kurtosis values and further confirmed by the Jarque-Bera test. Furthermore,
Augmented Dickey-Fuller, Philips–Perron, and Kwiatkowski, Phillips, Schmidt, and Shin tests indicate
that dataset 1 is stationary whereas the other two datasets are non-stationary. To make the datasets
suitable for analysis, datasets are made stationary by taking first differences. Then, long memory
parameter d and Hurst parameter H are estimated to ensure that the considered data sets follow long
memory processes. For tourists’ arrival datasets of New Zealand, Australia, and London, the estimated
values for d are 0.4812, 0.3704, and 0.2351, and for H are 0.9812, 0.8715, and 0.7338, respectively.
Since 0 < d < 0.5 and H > 0.5, the criteria explained in Proposition 1 is satisfied. This ensures that
the considered datasets came from long memory processes.

Table 1: Descriptive statistics for the tourists’ arrival datasets in three selected stations

Measurement Tourists’ arrival

New Zealand Australia London

No. of observations 225 224 66
Mean 216360.7 1109242 42230.77
Standard deviation 74147.21 347781.3 650.1225
Kurtosis 4.566376 0.572944 −1.118681

(Continued)

www.data.london.gov.uk
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Table 1: Continued
Measurement Tourists’ arrival

New Zealand Australia London

Skewness 1.150351 −0.42002 0.418667
Jarque-Bera test 15.82900 13.89100 5.029100
Minimum 97516.00 487900.0 2195.000
Maximum 513349.0 2130700.0 5514.000

In order to apply and explain the performance of SARFIMA, ANN, and hybrid SARFIMA-
ANN models, the datasets are partitioned into the training and testing part. To be more precise,
New Zealand tourists’ arrival data from January 2000 to December 2015 (85.71%) is considered to
train models and the set from January 2016 to August 2018 (14.29%) is considered for model testing.
Similarly, Australian tourists’ arrival data from January 2000 to December 2015 (87.71%) is used for
model training, and the rest from January 2016 to August 2018 (14.29%) is considered for model
testing. Similarly, in London tourists’ arrival data, set from first quarter 2002 to fourth quarter of
2013 (72.73%) is considered a training set and from first quarter 2014 to the second quarter, 2018
(27.27%) is considered a testing set. This partition of datasets is also sketched in Fig. 5.

Figure 5: Continued
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Figure 5: Partition of tourists’ arrival into training and testing part

6.1 SARFIMA Model for Tourists’ Arrival Datasets

The fitting of SARFIMA (p, d, q)(P, D, Q)s model on training part of tourists’ arrival datasets
requires suitable values for p, q, P and Q. In the case of New Zealand and Australian tourists’
arrival datasets, we take p = 1, 2, 3, 4; P = 10, 11, 13; q = 1, 2 and Q = 7, 8, 9, 13, 14 on
the basis of autocorrelation functions (ACF) and partial autocorrelation function (PACF) values and
pattern. Then we take all possible combinations of p, q, P and Q , and fitted 120 SARFIMA models.
Analogously, based on ACF and PAF, the suitable values for the London tourist arrival dataset are
p = 1, q = 1, 2, P = 4, 8, Q = 4, and s = 4. For this dataset, we further estimate SARFIMA models
with all possible combinations of p, q, P and Q. After fitting all possible models on each dataset, we
have selected models for each dataset based on the minimum values of Akaike Information criteria
(AIC) and Bayesian Information Criteria (BIC), keeping in view the values of d and D satisfy the
stationary and long memory process condition. Tab. 2 presents these four best-fitted models along
with their ranks. The first ranked models have been observed as the most parsimonious models among
all SARFIMA models for each dataset.

Table 2: SARFIMA model selection for tourists’ arrival datasets

Order σ 2 d D AIC BIC

New Zealand tourists’ arrival dataset

SARFIMA (3, 0, 1)(10, 0, 7)6 1302570 −0.2793 0.22200 4299.06(1) 4386.9
SARFIMA (1, 0, 2)(10, 0, 8)6 1285160 0.1480 −0.04525 4301.52(2) 4386.9
SARFIMA (1, 0, 1)(10, 0, 8)6 1332220 0.4677 0.01888 4306.49(3) 4388.4
SARFIMA (1, 0, 2)(10, 0, 7)6 1355550 0.0913 0.48095 4307.16 (4) 4389.1

Australia tourists’ arrival dataset

SARFIMA (1, 1, 3)(5, 0, 6)3 1134430 0.376 −0.143 4700.07(1) 4764.8
SARFIMA (1, 1, 2)(5, 0, 6)3 1498450 0.158 0.196 4731.28(2) 4792.6
SARFIMA (1, 1, 2)(5, 0, 12)3 1499060 0.296 −0.109 4731.77(3) 4813.5
SARFIMA (1, 1, 1)(5, 0, 6)3 1101370 0.459 −0.157 4742.36(4) 4820.2

(Continued)
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Table 2: Continued
Order σ 2 d D AIC BIC

London tourists’ arrival dataset

SARFIMA (2, 1, 1)(4, 0, 4)4 78394.8 −0.7579 0.4990 756.428(1) 791.219
SARFIMA (1, 1, 2)(4, 0, 4)4 79214.5 0.01898 −0.1098 758.870(2) 798.009
SARFIMA (2, 1, 1)(8, 0, 4)4 83298.3 −0.6033 −0.2129 760.423(3) 797.387
SARFIMA (1, 1, 2)(8, 0, 4)4 83298.3 −0.6033 −0.2129 760.423(3) 797.387

6.2 Artificial Neural Network Model

To obtain the most accurate ANN model, numerous ANN models were established for the
considered datasets using two hidden layers with varying 2 to 30 nodes in the first hidden layer, and 2
to 7 nodes in the second hidden layer. By varying the number of nodes in the first and second hidden
layers, 145 models are developed, whereas each model is trained 50 times. Due to the space limitation,
the detailed results are not presented here. However, from these models, the best models are selected
based on minimum mean squared error (MSE) and root mean squared error (RMSE). Consequently,
we obtain ANN(6 × 2 × 1), ANN(4 × 2 × 1) and ANN(10 × 2 × 1) for New Zealand, Australia, and
London tourists’ arrival datasets, respectively. The prediction from the best ANN model for each
dataset is presented in Fig. 6 for comparison.

6.3 Hybrid SARFIMA-ANN Model

The hybrid algorithm mainly consisted of two steps as discussed earlier. In the first step, a
SARFIMA model is fitted to analyze the linear part of the data and in the second step, the residuals
from the SARFIMA model are analyzed. Linearity in the residuals is checked using the BDS test
as suggested by Broock et al. [41]. In order to perform the BDS test, the following steps are being
followed.

i. Select embedded dimensions (m) value so that the embed time series transforms into m-
dimensional vectors by considering each m succeeding point in the series.

ii. Calculate the correlation coefficient that m-dimensional hyperspace for the proportion of
points within a distance ∈ of each other.

UmL(∈) = 2
L − m + 1

∑
t<m

I∈(ym
t − ym

s ).

Here I∈ =
{

1, if ||ym
t − ym

s || <∈
0, otherwise

}
where || · || used for supremum norm. BDS test illustrates

that if the null hypothesis demonstrates xt series is i.i.d., then Um,I(∈) − Um,L(∈)m with probability one
as the sample size tends to infinity and ∈ tends to zero.

iii. Compute BDS test statistic that is defined as

Qm,I = T 1/2Um,I(∈) − Um,L(∈)
m

σm,I(ε)

where, σm,I(ε) = 2
[

Km + 2
m−1∑
j−1

Km−jUI ,L(∈)
2j + (m − 1)

2UI ,L(∈)
2m − m2KUI ,L(∈)

2m−2

]1/2

.
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iv. It is a two-tail test. The statement under the null hypothesis will reject when the BDS test statistic
is greater than the critical value.

Figure 6: Prediction comparsion among SARFIMA, ANN and hybrid SARFIMA-ANN models (----
predicted and ––actual values)
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In Tab. 3, the results of the BDS test on residuals from selected models SARFIMA models such
as SARFIMA (3, 0, 1)(10, 0, 7)6, SARFIMA (1, 0, 3)(5, 0, 6)6 and SARFIMA (2, 1, 1) (5, 0, 6)4 are
presented for tourists’ arrival datasets of New Zealand, Australia, and London.

Table 3: BDS test results on residuals from the SARFIMA model

0.5σ σ 1.5σ 2σ

New Zealand tourists’ arrival dataset

m = 2 8.0854a 13.9729a 11.5153a 4.5385a

m = 3 14.5467a 15.8293a 13.5450a 2.4235a

m = 4 23.0369a 17.0088a 14.2159a 2.8195a

m = 5 41.3932a 18.6316a 14.6864a 3.1481a

Australia tourists’ arrival dataset

m = 2 −10.1289a 14.0298a 19.5839a 10.4037a

m = 3 11.3141a 20.6787a 13.7015a 40.6735a

m = 4 14.0065a 10.3797a 10.4214a 20.4946a

m = 5 14.4796a −34.2798a −20.1294a −17.0037a

London tourists’ arrival dataset

m = 2 −10.1742a −20.3702a 10.4737a 10.0265a

m = 3 11.6444a 10.7924a 11.0642a 11.4865a

m = 4 21.0811a 11.4115a 31.4639a 10.4585a

m = 5 22.5775a 21.0564a 21.4284a 17.1260a

Note: BDS: Brock, Dechert, and Scheinkman test for independence of residuals; m:
embedding dimension; ε: the distance between points measured in terms of several
standard deviations of the considered data; σ : standard deviation; a: significance at
level 5%.

The numerical results of the BDS test, as in Tab. 3, favour rejecting the null hypothesis about the
time series linearity at a 5% level of significance. It demonstrates that the errors (residuals) from the
best selected SARFIMA models have nonlinear patterns. This indicates that only the linear model
(SARFIMA model) is not adequate to model the data well. Therefore, implementation of nonlinear
models also requires, such as ANN, to capture the nonlinearity pattern.

We consider the best selected SARFIMA and ANN models, and build the hybrid SARFIMA and
ANN models for New Zealand, Australia, and London tourists’ arrival data. Recall Zhang [18] that
one can use separate suboptimal models to develop the hybrid method. Following their suggestion, the
optimal SARFIMA model is used to model the linear part of the data and the nonlinear patterns fitted
by the finalized ANN model. Then the improved prediction is obtained by combining the output of
the best fitted SARFIMA and ANN model in the hybrid SARFIMA-ANN model. The performance
indicators, that is, MSE and RMSE of the proposed hybrid SARFIMA-ANN and the individuals
SARFIMA and ANN models, are presented in Tab. 4. The comparison of the results clearly shows
that the proposed hybrid SARFIMA-ANN outperforms than the competing models. Furthermore,
the out-of-sample performance of the hybrid and individual models is shown in Fig. 6. We see that the
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forecasting obtained by the hybrid SARFIMA-ANN model in each dataset is closer to actual than
the competing models.

Table 4: The best-fitted models on the training part for all three tourists’ arrival datasets

MODELS MSE RMSE

New Zealand Tourists arrival
SARFIMA (3, 0, 1)(10, 0, 7)6 9.70 × 108 3.11 × 104

ANN(6 × 2 × 1) 1.19 × 109 3.45 × 104

Hybrid SARFIMA-ANN 1.07 × 108 1.03 × 104

Australia tourists arrival
SARFIMA (1, 1, 3)(5, 0, 6)6 2.52 × 109 5.02 × 104

ANN(4 × 2 × 1) 3.43 × 109 5.86 × 104

Hybrid SARFIMA-ANN 1.23 × 109 3.51 × 104

London tourists arrival
SARFIMA (2 , 1, 1) (5, 0, 6)4 1.81 × 105 4.25 × 102

ANN(10 × 2 × 1) 5.00 × 105 7.07 × 102

Hybrid SARFIMA-ANN 1.88 × 104 1.37 × 102

7 Conclusion

Tourism is a rapidly growing industry in most countries and it is demanding more accurate
modeling and forecasting of tourists’ arrival data for many purposeful decisions. This, in turn, has
grabbed increasing attention to more accurate and advanced forecasting methods. Therefore, the main
interest of the study was to establish a possibility for the improvement in the forecast accuracy of
tourist arrival using a hybrid modeling approach. Recently, the extension of the SARIMA, which is
called the SARFIMA model, has become popular for the linear time series data with long memory
processes and periodic patterns. More recently, the ANNs have shown much flexibility in modeling the
nonlinear data. Therefore, ANN and SARFIMA can only achieve accurate results in their premises,
and generally, none of them is the best model for every forecasting situation. Thus, in this study, a
hybrid SARFIMA-ANN approach is established and applied to forecast tourists’ arrival in Australia,
New Zealand, and London. This approach is outperformed and produced promising results in the
actual situation and produces positive results compared to the two competitors, SARFIMA and ANN.
Our results have implications both for theory and application. Theoretically, we developed a hybrid
SARFIMA-ANN model. In terms of application, the results of hybrid SARFIMA-ANN provide
confidence for policymakers in the search volumes of tourists’ arrival. Consequently, the proposed
hybrid SARFIMA-ANN model and the investigation of this study make a good step in improving the
forecast accuracy in tourists’ arrival.
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Appendix

A hybrid algorithm based on SARFIMA and Neural network

Hypothesis: Yt = Yt
LIN + Yt

NLIN

Input: Time series dataset Yt = (yt1, yt1, . . . , yNt), test to confirm stationarity (adf.test(Yt), pp(Yt), kpss(Yt))

# Fitting SARIMA model

Set: α = aYt, a is a constant, training set size Ntr = N − α, test set size Nts = α, vectors of zeros

Yt
LIN = 0[, 1 : Ntr ], ̂Yts

LIN = 0[, 1 : Nts ]; R = 0[, 1 : Ntr ].

for j in (1: Ntr + Nts) do

̂Ŷt(j) = SARFIMA(p, d, q)x(P, D, Q)s ,(Yt, j : j + (Nt − α) − 1)

if j ≤ Ntr Then

R (j) = Yt(j) − Ŷt(j)

else

Ŷts(j) = ̂Yts
LIN = ̂Ŷt(j)

end if

end for

# Fitting ANN model

Set: Yts
NLIN = 0[, 1 : Nts ] and Yt = 0[, 1:Ntr + Nts]

for k in (1:Nts) do

̂Yts
NLIN(k) = ANN(R; p × q × 1)

End for

Output: Yt = ̂Yts
LIN + ̂Yts

NLIN


	A New Hybrid SARFIMA-ANN Model for Tourism Forecasting
	1 Introduction
	2 ARFIMA <0:inline-formula 0:id="ieqn-3" ><0:alternatives ><0:inline-graphic 4:href="ieqn-3.tif" ></0:inline-graphic> p,d,q </0:alternatives> Model
	3 SARFIMA <0:inline-formula 0:id="ieqn-23" ><0:alternatives ><0:inline-graphic 4:href="ieqn-23.tif" ></0:inline-graphic> p,d,q P,D,Q  s</0:alternatives> Model
	4 Artificial Neural Network Based Forecasting
	5 Hybrid Methodology and the Proposed Hybrid Method: SARFIMA-ANN
	6 Application and Empirical Results
	7 Conclusion


